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Abstract. This paper presents a transformer framework for few-shot
learning, termed TransVLAD, with one focus showing the power of lo-
cally aggregated descriptors for few-shot learning. Our TransVLAD model
is simple: a standard transformer encoder following a NeXtVLAD aggre-
gation module to output the locally aggregated descriptors. In contrast
to the prevailing use of CNN as part of the feature extractor, we are the
first to prove self-supervised learning like masked autoencoders (MAE)
can deal with the overfitting of transformers in few-shot image classifi-
cation. Besides, few-shot learning can benefit from this general-purpose
pre-training. Then, we propose two methods to mitigate few-shot biases,
supervision bias and simple-characteristic bias. The first method is in-
troducing masking operation into fine-tuning, by which we accelerate
fine-tuning (by more than 3x) and improve accuracy. The second one is
adapting focal loss into soft focal loss to focus on hard characteristics
learning. Our TransVLAD finally tops 10 benchmarks on five popular
few-shot datasets by an average of more than 2%.

Keywords: Few-Shot Learning, Transformers, Self-supervised Learn-
ing, NeXtVLAD, Focal Loss

1 Introduction

The success of deep learning largely depends on the expansion of data scaling
and model capacity [25]. However, the extreme hungry for data hampered its
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wide application. This limitation has promoted a wide range of research fields
such as transfer learning [38], domain adaptation [50], semi-supervised [4] and
unsupervised learning [19]. Few-shot learning is also one of them working on the
low data regime [42,48,18,12]. It aims to get adaptive models capable of learning
new objects or concepts with only a few labeled samples, just like humans do.

F

C

one-hot labelprediction soft label

pad zeros

Soft Focal Loss

Fine-tuning

mask input

transformer

encoder
Encoder

Decoder
transformer

encoder

targetpad mask

tokens

pixel

prediction

Encoder

Pre-training

mask input

NeXtVLAD

soft 

assignment

F

C

Fig. 1. Pre-training and fine-tuning use the same training set (base classes). In fine-
tuning, the feature extractor (TransVLAD) consists of a transformer-based encoder
and a NeXtVLAD aggregation module. Soft focal loss is proposed for reducing bias on
simple characteristics

While transformer-based models [47] have many nice properties and have
topped a bunch of benchmarks in many fields of computer vision, e.g., instance
discrimination [34], object detection [7], and semantic segmentation [34], convo-
lutional neural networks [25] still seem to be an inevitable choice for few-shot
image classification. This is partly because transformers is more prone to over-
fitting on the scale of popular few-shot classification datasets. A recent study
shows a new paradigm of self-supervised learning based on the idea of masking
image modeling (MIM) [2,21,52] is robust to the type and size of the pre-training
data [17], and even pre-training on target task data can still obtain comparable
performance. This inspires us to use such an approach called masked autoen-
coders (MAE) [21] to pre-train transformer-based models on the target dataset.
In addition, the MAE pre-training also benefits few-shot learning from two as-
pects. First, self-supervised learning can provide unbiased features for classes.
Second, the prediction of patch pixels enables models to be with spatial aware-
ness. The features output by the pre-trained MAE encoder is aware of spatial
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information, so we call them patch features. In fine-tuning, without the supervi-
sion of patch pixels, the output features will become more abstract and we call
them local features. The understanding of new concepts usually derives from the
reorganization of existing concepts (centaur can be seen as recombination of a
human part and a horse part). Therefore, dividing complete image information
into discrete local features is beneficial to generalize to new concepts or objects.

To get the global features of an image, the most common way of aggregat-
ing all of the local features is by “mean pooling” [16]. This method, a little
bit reckless, will lose abundant local characteristics. Another opposite choice is
by keeping all of the local features as the complete representation of an image.
This operation will contrarily lose the ability of global representation and re-
sult in learning incompact data distributions. We finally choose the NeXtVLAD
module [29], a compromise choice between mean pooling and doing nothing, to
aggregate local features provided by the transformer encoder. NeXtVLAD softly
assigns local features to each cluster center, and concatenates the features of all
clusters as the image-level feature, Fig. 1. The output features of NeXtVLAD
are called locally aggregated descriptors. So far, our proposed feature extractor,
TransVLAD, has been established.

Few-shot learning exists two learning biases. The first bias is supervision
bias [15]. Models will only keep features useful for minimizing the losses for
base classes (visible for training) but discard information that might help with
novel classes. To eliminate the influence of supervision bias, we transfer masking
operation from pre-training into fine-tuning. This operation is somewhat like
adding “dropout” [43] to the input. Local features that are crucial for base
classes may be masked, then the classification must rely on the minor features
to infer the class. According to the experimental results, we finally choose the
masking ratio of 70% and it accelerates our fine-tuning process by more than 3
times.

The second bias is simple-characteristic bias. To efficiently fit data to the
real distribution, the model will tend to learn simpler features or fit simpler
classes first. Then many hard features or those features for hard samples might
be underestimated. This is not good for the generalization of novel classes. To
avoid simple-characteristic bias, we replace the cross-entropy loss with soft focal
loss, a soft version of focal loss [30] we proposed, which gives more weight to
hard samples. The soft focal loss works at the sample level, but together with
the masking operation, it will be able to work at the feature level. This is because
the masking operation transforms a training sample into some uncertain parts
which only contain part features of an image.

Our contributions can be summarized as follows:

1. In contrast to the prevailing use of CNN as part of the feature extractor,
we are the first to prove self-supervised learning like MAE can deal with the
overfitting of transformers in few-shot image classification.

2. We introduce NeXtVLAD to aggregate local features for few-shot learning.
Masking operation and soft focal loss are yielded to solve the supervision
bias and simple-characteristic bias, respectively.
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3. Our TransVLAD tops 10 benchmarks on five popular few-shot datasets by
an average of more than 2%. It also shows a great effect on the cross-domain
few-shot scenario.

2 Related Work

2.1 Transformers in Few-Shot Learning

Since ViT introduced transformers to computer vision, transformer-based al-
gorithms have conquered lots of visual tasks [34,7]. Recently, some researchers
tried to transfer it in few-shot learning and achieved significant improvements
[15,31,20,9]. CrossTransformers [15] designed a transformer block to capture the
spatial-alignment relationship between images. SSFormer [9] proposed a sparse
spatial transformer layer to select key patches for few-shot classification. These
studies all regard the transformer block as an auxiliary module following CNN
to enhance accuracies. As far as we know, we are the first to use transformer
blocks without CNN as the feature extractor for few-shot learning.

2.2 Self-supervised Learning

Self-supervised learning [10,22,8,11,21,2] often designs surrogate supervision sig-
nal with image intrinsic properties. Recently, inspired by natural language pro-
cessing’s great success in masked pre-training methods [14,33,13,39], like Bert
[14], a similar implementation for image patches have been studied [21,17,2,52].
BEiT [2] predicts the corresponding discrete tokens for masked patches. Those
tokens are generated by another autoencoder trained in advance. MAE [21] sim-
ply masks random patches and reconstructs the missing pixels. SplitMask [17]
deeply studies these kinds of approaches and concludes that a large-scale dataset
is not necessary for masked pre-training. In addition, MAE has lower computing
resource requirements than contrastive learning which often needs a large batch
size for best performance.

2.3 Traditional Few-Shot Learning

Traditional few-shot learning can be roughly divided into the following classes.
(1) Optimized-based methods [26,18]. MAML [18] tries to find a set of initial-
ization parameters where the model can converge fast and effectively to novel
tasks. (2) Metric-based methods [42,54,45,3,27]. Since prototypical network [42]
was proposed, Metric-based methods have become the most common methods
in few-shot learning. The key to this method is how to get a feature extractor
with better generalization. In evaluation, the average of features for each class
in the support set (labeled few samples) is viewed as a class prototype (center).
Query sample (test sample) will be finally classified into a class whose prototype
is nearest to this feature. (3) Methods based on data augmentation [53,1,51].
[53] expands data scale at the feature level by treating each value as a Gaussian
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sampling. In our paper, we use a metric-based evaluation method as most recent
papers do.

Recently, some methods based on local features are proposed in the few-shot
image classification field. They usually generate local features by a fully convolu-
tional network without the final global average pooling. DeepEMD [55] measures
the Earth Mover’s Distance of local features as image-to-image distance; DN4
[28] revisits NBNN(Naive-Bayes Nearest-Neighbor) [6] approach and suggests a
method based on k-nearest neighbors for producing image-to-class distance at
local-level features.

3 Methodology

Our method is a two-stage method that contains the MAE pre-training and
a designed fine-tuning. After the pre-training, our TransVLAD model is con-
structed by the MAE encoder followed by a NeXtVLAD aggregation module.
Subsequently, we optimize the fine-tuning process by two simple improvements,
masking input patches and applying soft focal loss, under the assumptions of
supervision bias and simple-characteristic bias in few-shot learning.

3.1 Problem Definition

Few-shot classification can be defined by two data sets with different classes.
Training data set contains base classes with abundant labeled data, Dtrain =
{(xi, yi)|yi ∈ Cbase}. Testing data set contains novel classes with scarce labeled
data, Deval = {(xi, yi)|yi ∈ Cnovel}. The two data sets do not intersect, Cbase ∩
Cnovel = ∅. The standard N -way K-shot testing condition is that given N novel
classes with K labeled samples per class (termed as support set), to classify the
same N classes with Q unlabeled samples per class (termed as query set). A
classic idea to this problem is to train a feature extractor on Dtrain and then
test by assigning classes to query samples with the feature difference between
query and support set. Then the problem has changed to be how to train a more
generalized feature extractor.

3.2 Masked Autoencoders Pre-training

Masked Autoencoders (MAE) pre-training is a simple approach to learn general
features by reconstructing missing pixels from masked patches. Its main contri-
butions include yielding a very big masking ratio to eliminate redundancy and
an ingenious framework design. These creativities make MAE training efficiently
and effectively.

Encoder. MAE encoder is a standard ViT. It projects patches into linear em-
beddings by a linear projection before adding positional embeddings. Subse-
quently, transformer layers will process them into more representative patch-
wise embeddings. The only difference is that MAE encoder just processes 25%
patches to reduce image redundancy while increasing computing speed.
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Decoder. MAE decoder is designed to be lightweight to process full set of patch
tokens (padded with mask tokens) as Fig. 1 shows. Decoder is also composed
of several transformer layers following a linear projection to project patch em-
beddings to original pixels of corresponding masked patches. Before inputting
decoder, tokens need to be added positional embeddings again for noticing posi-
tional information of masked tokens. The small fraction of input to encoder and
the lightweight design of decoder together speed up the training of MAE model
by three times or more.

3.3 NeXtVLAD Module

In fine-tuning, we yield NeXtVLAD [29] module to aggregate features output by
the transformer-based encoder, Fig. 1. NeXtVLAD is a neural network version
of VLAD [23] which focuses on the distribution differences between local fea-
tures and cluster centers. It was first proposed to aggregate frame-level features
into a compact video feature. This method models learnable cluster centers and
computes their differences to local features, in our trials, patch-level features.
With this module, we can get aggregated features of local features. The whole
principle of NeXtVLAD is shown in Fig. 2.
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Fig. 2. The principle of NeXtVLAD module. In this case, B = 1, N = 2, G = 2,
K = 3. It works by computing weighted sum of differences between cluster centers
and grouped features. Finally, aggregated features will be flattened into a vector and
projected to dimension 768

Considering an image with N patches, after transformer-based encoder pro-
cessing, the D-dimensional local features can be denoted as {xi}Ni=1. First, local
features will be expanded to higher dimensions λD as {x̃i}Ni=1 by a linear pro-
jection Le, λ is a multiplier:

x̃i = Le (xi|θe) , (1)



TransVLAD 7

in which θe denotes the parameters of Le. Then it will be equally sliced into

G groups {x̃(g)
i }Ni=1, g ∈ {1, 2, ..., G}. Grouping here is meant to decompose fea-

tures into more independent parts before aggregating together. The underlying
assumption is that each local feature can incorporate multiple concepts or ob-
jects. In order to calculate the differences between grouped features and cluster
centers {ck}Kk=1, cluster centers are initialized to λD/G dimensions. For each
cluster, it will finally provide a compact feature Fk by weighted summing all
corresponding differences:

Fk = N (X|C, θe, θg, θk) =
∑
i,g

αgk (x̃i|θg, θk)
(
x̃
(g)
i − ck

)
k ∈ {1, ...,K}, i ∈ {1, ..., N}, g ∈ {1, ..., G},

(2)

where N is the NeXtVLAD module, θ means corresponding parameters and
C means all learnable cluster centers. αgk decides the soft assignment of the
corresponding difference in the final representation and is calculated by two
parts:

αgk (x̃i|θg, θk) = αg (x̃i|θg)α(g)
k (x̃i|θk) (3)

where

αg (x̃i|θg) = σ (Lg (x̃i|θg)) , (4)

α
(g)
k (x̃i|θk) =

e
L

(g)
k

(
x̃i|θ(g)

k

)
∑K

k′=1 e
L

(g)

k′

(
x̃i|θ(g)

k′

) . (5)

αg represents the attention for each group while α
(g)
k measures the soft as-

signment of x̃
(g)
i to the cluster k in probabilistic form. σ(.) is a sigmoid function

to scale group attention into (0, 1). Lg and Lk are different linear layers with
parameters θg and θk respectively. To show formula concisely, we split Lk into

L
(g)
k , g ∈ {1, 2, ..., G}. In practice, a single layer Lk is used.
Finally, we will get K features of λD/G dimensions for an image. We flatten

and project it into a lower dimension with another linear layer, followed by a
batch normalization and a ReLU activation function. Until now, NeXtVLAD
have compacted patch-level features into an image-level feature.

3.4 Masking Operation in Fine-tuning

In MAE pre-training, encoder only observes part of patches (25%). This brings
great benefits on both efficiency and effectiveness. The idea of prompt [32], a new
idea about narrowing the gap between pre-training and fine-tuning, inspired us
to design similar operation. Therefore, we decided to transfer masking operation
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in fine-tuning as well. However, in evaluation, masking patches will hinder full
access to image information which is obviously unreasonable. To deal with this
problem, a variable-length processing for our model is necessary. Fortunately,
transformers and NeXtVLAD were created for text or video field and they nat-
urally support for variable-length processing.

The difference between MAE and our masking operation is that we need to
restore the original order for visible patches and pad zeros to masked ones before
input to NeXtVLAD module. In evaluation, we just let all patches get through
our whole feature extractor, including transformer blocks and NeXtVLAD mod-
ule. Similar to MAE, we surprisingly find 70% masking ratio is a more suitable
choice according to our ablation experiments, Fig. 5.

Masking operation in our TransVLAD model has four benefits:

1. It eliminates information redundancy in images [21].
2. It can be regarded as a kind of data augmentation.
3. It speeds up the training process by about three times.
4. It shortens the difference of tasks between pre-training and fine-tuning.

3.5 Soft Focal Loss

To avoid simple-characteristic bias and enhance attention on difficult character-
istics or hard samples in training, we use focal loss [30] to replace the cross-
entropy loss. Focal loss is a changed version of cross-entropy loss and proposed
to address extreme imbalance between foreground and background classes in
one-stage object detection scenario. It is defined as:

FL(p) = −αi (1− p)
γ
log (p) (6)

in which p is the prediction of the class that the sample really belongs to. γ ≥ 0
is the tunable focusing parameter. The term (1−p) measures the learning degree
of each sample. The bigger γ is, the more focusing on hard classified samples. αi

is appied to balance the classes with different sample sizes.
This formula uses one-hot encoded labels by default. However, in our settings,

mixup [56] and label smoothing [36] have been used to reduce overfitting. They
encode labels into a soft version which may have target values for all classes. To
suitable for soft targets, we expand focal loss to a soft version, called soft focal
loss:

SFL(p, t) = −
C∑
i=1

αi

[
(ti − pi)

2
] γ

2

ti log (pi) , (7)

in which pi, ti are the prediction and target to the ith class respectively. The
term (ti − pi) measures the difference between them to influence the weight of
relative loss term. C is the number of classes to predict. In our setting, αi is
always set to be one because our training classes are balanced.

Soft focal loss is suggested to be used with masking operation. Because with
masking, the difficulty varies by the remaining part of images, so the soft focal
loss can work at the local feature level.
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3.6 Whole Classification

Our paper uses whole classification task, the most common setting for classifi-
cation with cross-entropy loss (soft focal loss in our method), instead of meta-
training method which is popular in few-shot learning. This is because some re-
cent studies have found that whole classification can obtain comparable results to
meta-training and has better generalization in novel classes while meta-training
concerns more on testing condition [12].

4 Experiments

4.1 Datasets

During the evaluation, we compared our methods on five standard datasets for
few-shot classification, miniImageNet [48], tieredImageNet [40], CIFAR-FS [5],
FC100 [37], and CUB [49].

miniImageNet and tieredImageNet are subsets of ImageNet [41].miniImageNet
consists of 100 classes with 600 samples per class and is randomly divided into
three disjoint sets of the training set (64 classes), validation set (16 classes),
and testing set (20 classes). tieredImageNet, a bigger version of miniImageNet,
contains 608 classes with 1200 samples per class and is randomly split into
351/97/160 for train/val/test. CIFAR-FS and FC100 both are variants of CIFAR-
100. CIFAR-FS is randomly split into 64/16/20 classes for train/val/test, while
FC100 is divided into 60/20/20 classes according to 20 superclasses. Each super-
class contains five similar classes with a more generalized concept. So, FC100 is
a harder dataset created for reducing semantical overlaps between training and
evaluation. CUB-200-2011 (CUB) is a fine-grained dataset of 200 bird species
with total 11,788 images. It is randomly split into 100/50/50 for train/val/test.
The image size ofminiImageNet, tieredImageNet, CUB is 84x84 while for CIFAR-
FS and FC100 is 32x32.

4.2 Implementation Details

Training Details. For each dataset, we use self-supervised pre-training and
supervised fine-tuning to train the model with base classes and test the perfor-
mance using novel classes. In the pre-training phase, we use the MAE strategy
and parameters. The encoder is a 12-layer transformer model with dimension
768 and the decoder is a 4-layer transformer model with dimension 384. The
masking ratio is 75% and training for 1600 epochs. In the fine-tuning stage, we
just keep the encoder and add NeXtVLAD module (λ = 4,K = 64, G = 8) after
it. We follow the default training settings for BEiT [2] except for the initial learn-
ing rate is 7e-4. Our masking ratio here is 70%, focusing parameter γ is 2 and
fine-tuning for 100 epochs. More specific settings can be found in supplemental
material.
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Fig. 3. Given a few-shot task, we compute an average feature for samples of each class
in support set, then we classify the sample in query set by nearest neighbor method
with cosine similarity

Evaluation. The overall test flow is shown in Fig. 3. It is worth noting that we
do not perform masking operation during validation and testing. We evaluate
our method based on ProtoNet [42] setting with randomly sample 600 N-way
K-shot tasks from the novel set, and take averaged top-1 classification accuracy.
To get a fair comparison with the previous works, we perform model selection
based on the validation set.

Table 1. Comparison with the prior and current state-of-the-art methods on
miniImageNet, tieredImageNet datasets

Year Methods
miniImageNet tieredImageNet

1-shot 5-shot 1-shot 5-shot

2017 ProtoNet [42] 54.16±0.82 73.68±0.65 53.31±0.89 72.69±0.74

2018 RelationNet [44] 52.19±0.83 70.20±0.66 54.48±0.93 71.32±0.78

2019 DCO [26] 62.64±0.61 78.63±0.46 65.99±0.72 81.56±0.53

2020 Meta-baseline [12] 63.17±0.23 79.26±0.17 68.62±0.27 83.29±0.18

2020 DeepEMD [55] 65.91±0.82 82.41±0.56 71.16±0.87 83.95±0.58

2020 S2M2 [35] 64.93±0.18 83.18±0.11 73.71±0.22 88.59±0.14

2021 RENet [24] 67.60±0.44 82.58±0.30 71.61±0.51 85.28±0.35

2021 SSFormers [9] 67.25±0.24 82.75±0.20 72.52±0.25 86.61±0.18

2022 TransVLAD 68.24±0.59 84.42±0.23 77.20±0.60 90.74±0.32

4.3 Compare to the State-of-the-art Methods

Table 1 and Table 2 compare our method with the current state-of-the-art meth-
ods on five datasets. As shown in the tables our method achieves the best results
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Table 2. Comparison with the prior and current state-of-the-art methods on CIFAR-
FS, FC100, CUB datasets

Year Methods
CIFAR-FS FC100 CUB

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

2017 ProtoNet [42] 55.50±0.70 72.00±0.60 37.50±0.60 52.50±0.60 71.88±0.91 87.42±0.48

2018 RelationNet [44] 55.00±1.00 69.30±0.80 - - 68.65±0.91 81.12±0.63

2019 DCO [26] 72.00±0.70 84.20±0.50 41.10±0.60 55.50±0.60 - -

2020 DeepEMD [55] - - - - 75.65±0.83 88.69±0.50

2020 S2M2 [35] 74.81±0.19 87.47±0.13 - - 80.68±0.81 90.85±0.44

2021 RENet [24] 74.51±0.46 86.60±0.32 - - 79.49±0.44 91.11±0.24

2021 SSFormers [9] 74.50±0.21 86.61±0.23 43.72±0.21 58.92±0.18 - -

2022 TransVLAD 77.48±0.41 89.82±0.42 47.66±0.12 64.25±0.18 82.66±1.22 92.45±0.80

on all five datasets. Since we only tune parameters on miniImageNet and copy
them for the other four datasets, these results demonstrate the excellent gener-
alization of our model.

We find that the increase of performance on tieredImageNet (1-shot +3.5%,
5-shot +2.2%) is apparently larger than on miniImageNet (1-shot +0.6%, 5-shot
+1.2%), while the only difference is the data scale. We hypothesize that this is
mainly because pre-training on a bigger dataset can get better generalization
which is beneficial to distinguish new objects. Secondly, our model presents great
transferability across superclasses on FC100 (1-shot +3.9%, 5-shot +5.3%). It
inspired us to do cross-domain few-shot studies.

4.4 Cross-Domain Few-Shot Learning

Cross-domain few-shot image classification, where unseen classes and examples
come from diverse data sources, has seen growing interest [46]. To further val-
idate the transferability of our method, we also conducted cross-dataset evalu-
ation experiments in a simple way, training with one dataset and testing with
another different dataset. From table 3, We can see that the transferring effect
of miniImageNet on CUB is better than the previous method, and the mutual
evaluation effect of miniImageNet and CIFAR-FS is close to the result of the
intra-domain training, partly because they both are randomly divided. The poor
transfer of the CUB is expected, because there are only pictures of birds in the
CUB, resulting in difficulty to learn contents from other fields. These results
demonstrate that our model has great cross-domain transferability.

5 Discussion and Ablation Studies

5.1 Overall Analysis

Our method consists of four main components: MAE pre-training, NeXtVLAD
feature aggregation module, masked fine-tuning, and soft focal loss. In this sec-
tion, we conduct ablation studies to analyze how each component affects the



12 H. Li, et al.

Table 3. Few-shot cross-domain evaluation results between miniImageNet, CIFAR-FS
and CUB where grey numbers denote intra-domain results

Methods Training Dataset
miniImageNet CIFAR-FS CUB

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

DCO [26] miniImageNet 62.64±0.61 78.63±0.46 - - 44.79±0.75 64.98±0.68

S2M2 [35] miniImageNet 64.93±0.18 83.18±0.11 - - 48.42±0.84 70.44±0.75

TransVLAD miniImageNet 68.24±0.59 84.42±0.23 66.00±0.85 83.26±0.50 50.45±0.12 72.20±0.34

TransVLAD CIFAR-FS 54.56±1.35 72.55±1.00 77.48±0.41 89.82±0.42 46.29±1.23 65.81±1.01

TransVLAD CUB 39.36±0.86 52.78±1.34 34.12±0.59 45.91±1.56 82.66±1.22 92.45±0.80

few-shot recognition performance. We show the individual and combined effects
of these components in Table 4. Specifically, if the NeXtVLAD is not selected,
mean pooling will replace it for feature aggregation. Similarly, the cross-entropy
loss is selected as the replacement for soft focal loss.

Table 4. The individual and combined effects of MAE pre-training, NeXtVLAD mod-
ule, masked fine-tuning, and soft focal loss are studied. The experiments are conducted
on miniImageNet. we can find that each part of our model has an important contribu-
tion

Pre-train NeXtVLAD Mask Soft Focal Loss 1-shot 5-shot

34.55 45.73

✓ ✓ ✓ 44.56 61.34

✓ 64.10 81.40

✓ ✓ 65.46 82.05

✓ ✓ ✓ 66.79 83.40

✓ ✓ 65.62 81.70

✓ ✓ ✓ 66.91 83.32

✓ ✓ ✓ ✓ 68.24 84.42

We can see that the transformer-based model is seriously overfitting com-
pared to the CNN baseline [12] when directly trained. But with the join of MAE
pre-training, the performance of the model will be comparable to the CNN base-
line. Interestingly, our method can still improve the performance with no pre-
training. In all of our experiments, NeXtVLAD module provides a steady boost.
With the masking operation, it further improves the miniImageNet by 2.8% (1-
shot), while the consuming time of fine-tuning is shortened by one-third. The
soft focal loss also plays an important role in our TransVLAD. It surely improves
the generalization of novel classes and shortens the prediction bias for different
classes which we will discuss it later.
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5.2 NeXtVLAD Feature Aggregation

We perform a t-SNE visualization of embeddings generated by Meta-Baseline
[12], MAE++ (MAE adds masked fine-tuning and soft focal loss), and our
TransVLAD (MAE++ adds NeXtVLADmodule) on the test set ofminiImageNet
(see Fig. 4). We observe that our methods, both MAE++ and TransVLAD, pro-
duce more compact features for the same class. Besides, TransVLAD only adds
the NeXtVLAD module compared to MAE++, and apparently gets a more dis-
criminative feature distribution with larger boundaries between clusters. We hy-
pothesize that this behavior is due to the learned cluster centers of NeXtVLAD.
Features are guided to be close to those related centers.
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Fig. 4. t-SNE visualization of features on miniImageNet test set produced by Meta-
Baseline [12], MAE++ (added masking operation and soft focal loss) and TransVLAD
(added NeXtVLAD over MAE++)

5.3 Masking Ratio

Our feature extractor, including transformer blocks and NeXtVLAD module, is
very flexible with the input size while the output size is fixed. So, we can mask
input patches at any ratio, called masking ratio. Fig. 5 shows the influence of
the masking ratio. Similar to the MAE’s result, the optimal masking ratio is
surprisingly high, up to 70%. This behavior makes sense. Masking operation is
somewhat like dropout at the input. It prevents our model from over-relying on
some key features but ignoring the learning of other features, namely, overfitting
at base classes.

By skipping the masked patches, we accelerate the training process by more
than 3 times. In addition, the memory usage is greatly reduced (about 70%),
which allows us to train larger models with the same batch size. In fact, fine-
tuning our TransVLAD for 100 epochs with 128 batch size on miniImageNet
only needs less than 4 hours on one RTX3090, and the memory usage is less
than 8G. This is extremely fast for a ViT-Base [16] encoder.
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Fig. 5. Validation accuracy for changing
masking ratio
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Fig. 6. Validation accuracy for changing
focusing parameter γ

5.4 Focusing Parameter

Similar to the masking ratio, we conduct a separate experiment to evaluate the
influence of the soft focal loss with different values of focusing parameter γ. Fig.
6 shows that the best result is obtained when γ is equal to 2. When the focusing
parameter is small, the effect of focusing on hard examples is not obvious. When
it is too big, the model will continue to overreact to unpredictable samples and
ignore what it could have learned.

Soft focal loss is suggested to be used with masking operation. Because if
there is no mask, soft focal loss only works at the sample level. With masking
operation, the difficulty varies by the remaining part of images, so the soft focal
loss can work at the local feature level.

6 Conclusion

The transformer-based network has strong potential for few-shot learning, and
the core problem that restricts it to dominate few-shot learning is its serious
overfitting. Our paper gives an efficient solution. The new self-supervised per-
training paradigm, such as masked autoencoders, is able to reduce its overfitting
and simultaneously improve the model generalization.

The model we designed, TransVLAD, takes full advantage of the nature
of transformers and few-shot tasks, and it not only significantly improves the
performance but also improves the training speed.
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