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Abstract. For 3D medical image (e.g. CT and MRI) segmentation, the
difficulty of segmenting each slice in a clinical case varies greatly. Pre-
vious research on volumetric medical image segmentation in a slice-by-
slice manner conventionally use the identical 2D deep neural network to
segment all the slices of the same case, ignoring the data heterogeneity
among image slices. In this paper, we focus on multi-modal 3D MRI brain
tumor segmentation and propose a dynamic architecture network named
Med-DANet based on adaptive model selection to achieve effective accu-
racy and efficiency trade-off. For each slice of the input 3D MRI volume,
our proposed method learns a slice-specific decision by the Decision Net-
work to dynamically select a suitable model from the predefined Model
Bank for the subsequent 2D segmentation task. Extensive experimental
results on both BraTS 2019 and 2020 datasets show that our proposed
method achieves comparable or better results than previous state-of-the-
art methods for 3D MRI brain tumor segmentation with much less model
complexity. Compared with the state-of-the-art 3D method TransBTS,
the proposed framework improves the model efficiency by up to 3.5×
without sacrificing the accuracy. Our code will be publicly available at
https://github.com/Wenxuan-1119/Med-DANet.

Keywords: Segmentation · Brain Tumor · MRI · Dynamic Network ·
Adaptive Inference

1 Introduction

Gliomas are the most common malignant brain tumors with different levels of ag-
gressiveness. The precise measurements of gliomas can assist doctors in making
accurate diagnosis and further treatment planning. Traditionally, the lesion re-
gions are delineated by clinicians heavily relying on clinical experiences, which is
time-consuming and prone to mistakes. Therefore, to improve the accuracy and
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efficiency of clinical diagnosis, automated and accurate segmentation of these
malignancies on Magnetic Resonance Imaging (MRI) [12] is of vital importance.

In the past few years, deep neural networks, convolutional neural networks
(CNNs) in particular, have achieved great success in medical image segmentation
task. The mainstream methods can be divided into two categories: (1) applying
2D networks for slice-wise (i.e. slice-by-slice) predictions and (2) utilizing 3D
models (e.g. 3D CNNs) to process image volumes with multiple slices. 3D CNNs
such as 3D U-Net [8] and V-Net [22] employing 3D convolutions to capture
the correlation between adjacent slices, have achieved impressive segmentation
results. However, these 3D CNN architectures come with high computational
overheads due to multiple layers of 3D convolutions, making them prohibitive for
practical large-scale applications. Similarly, the 2D U-Net [27] and its variants
such as [24, 36, 37] are also confronted with the same problem because of the
unique architecture. Specifically, to obtain the multi-scale feature representation
and fine-grained local details, multiple skip connections and stacked stacked
convolutional layers are employed to improve model performance, but leading to
unbearable computational overheads simultaneously.

Since the efficiency of a network determines the practical application value
of the model deployment, model efficiency is as important as segmentation accu-
racy. In order to cope with the high computational costs brought by 3D medical
image itself and the segmentation networks mentioned above, many lightweight
networks [4,7,16,18,23,26] have been developed to realize efficient medical image
segmentation. However, these proposed lightweight networks are designed from
the perspective of efficient architecture without the consideration of data itself,
treating all different inputs equally. Although these models effectively make the
structural improvements to achieve lightweight architectures, they suffer from
segmentation accuracy degradation due to reduced modeling capacity. More-
over, they can not adaptively make appropriate adjustments to different input
data due to fixed network structure. Therefore, a natural question arises:

For volumetric medical image segmentation task, is it possible to achieve
dynamic inference with adjustable network structures for better accuracy and
efficiency trade-offs by considering the characteristics of the input data (e.g. the
level of segmentation difficulty of each image slice)?

To answer this question, we take a brain tumor segmentation dataset BraTS
2019 [1,2,21] as an example to seek some insights. Fig. 1 (a) shows the distribu-
tion of a 3D multi-modal brain tumor image along the slice dimension for one
case. Due to several factors, such as the MRI process, shape of the organ (e.g.
brain), and the location of the disease (e.g. glioma), the image content varies
significantly across different MRI slices. For example, the 1st row of Fig. 1 (a)
shows the first 5 slices that barely capture any tissue content of the brain. These
slices can be simply predicted as containing all “background” pixels (i.e. no le-
sion pixel) without model inference (i.e. “skip” mode), saving the computational
cost. For MRI slices contain lesions, the level of difficulty for segmentation also
varies a lot. Some slices contain only certain categories of the foreground or tu-
mor morphology is easy to segment (as highlighted with blue boxes in Fig. 1
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Fig. 1. (a) The illustration of image content distribution along slice dimension of an
MRI case (Axial View) from the BraTS 2019 dataset. The blue regions denote the
enhancing tumors, the red regions denote the non-enhancing tumors, and the green
ones denote the peritumoral edema. (b) The main idea of our proposed framework for
dynamic inference. For image slices with diverse segmentation difficulty, our framework
realizes efficient and accurate segmentation by adaptively adjusting the architecture,
selecting the optimal network in the Model Bank which consists of several networks
with different model complexities. In this way, our framework can dynamically decide
to “ slack off ” or “work hard ” according to different samples.

(b)), and some difficult-to-segment slices contain multiple types of tumors that
are extremely irregular in shape and difficult to recognize (as highlighted with
red boxes in Fig. 1 (b)). From the analysis of the MRI data, the answer to the
above question is Yes. It is possible to adjust the model complexity according to
the input (e.g. image slice) for effective accuracy and efficiency trade-offs.

Our Solution. In this paper we tackle the aforementioned high compu-
tational overload problem of medical volumetric segmentation from a different
perspective. Rather than designing more lightweight networks with static struc-
ture, we propose a highly efficient framework with dynamic architecture for
medical volumetric segmentation (Med-DANet). As illustrated in Fig. 1 (b),
taking a 2D image slice as input data, the Decision Network firstly generates a
slice-dependent choice which represents the level of segmentation difficulty for
the current slice. Then, according to the optimal choice made by the Decision
Network, our method can adaptively determine to skip the current slice (i.e.
directly output the segmentation map with only zero – background class) as
highlighted with green boxes in Fig. 1 (b) or utilize the corresponding candidate
segmentation network in the pre-defined Model Bank to accurately segment the
current slice. The Model Bank consists of several networks with different model
complexities. In this way, a reasonable allocation of computing resources for each
slice is achieved by our adaptive segmentation framework. The main contribu-
tions of this work can be summarized as follows:

– This work presents the first attempt to explore the potential of dynamic in-
ference in medical volumetric segmentation task. We focus on the 3D MRI
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brain tumor segmentation and propose a new framework with dynamic ar-
chitectures to achieve a good balance between segmentation accuracy and
efficiency. The proposed Med-DANet is generic and can be applied to any
volumetric segmentation tasks (see Supplementary for the experiments of
our Med-DANet on liver tumor segmentation with CT images).

– By exploiting the special characteristics of multi-modal MRI brain tumor
segmentation data that different slices have diverse degree of difficulty for
segmentation, a comprehensive choice metric is designed to acquire the su-
pervision signal for Decision Network, achieving the trade-off between accu-
racy and computational complexity of the model.

– Our proposed Med-DANet has strong scalability and flexibility. Any 2D net-
works can be incorporated into the Model Bank to meet various accuracy
and efficiency requirements.

– Extensive experiments on two benchmark datasets (BraTS 2019 and BraTS
2020) for multi-modal 3D MRI brain tumor segmentation demonstrate that
our method reaches competitive or better performance than previous state-
of-the-art methods with much less model complexity.

2 Related Work

2.1 Static and Lightweight CNNs for Medical Image Segmentation

For medical image segmentation task, U-Net [27] and its variants [8,24,37] have
achieved great success recently. However, the expensive computational costs im-
pede the timely segmentation for assisting clinical diagnosis. To this end, great
efforts have been made to design lightweight networks with improved model
efficiency. For example, 3D-ESPNet [23] generalizes the efficient ESPNet [20]
for 2D semantic segmentation to 3D medical volumetric segmentation, achiev-
ing satisfactory results on medical images. S3D-UNet [7] takes advantages of
the separable 3D convolution to improve model efficiency. DMFNet [4] devel-
ops a novel 3D dilated multi-fiber network to bridge the gap between model
efficiency and accuracy for 3D MRI brain tumor segmentation. HDCNet [18] re-
places 3D convolutions with a novel hierarchical decoupled convolution (HDC)
module to achieve a light-weight but efficient pseudo-3D model. [16] introduces
a lightweight 3D U-Net with depth-wise separable convolution (DSC), which can
not only avoid over fitting but also improve the generalization ability. In addition,
knowledge distillation is also a popular method to achieve lightweight networks
(i.e. student network). For example, [26] proposes an efficient architecture by
distilling knowledge from well-trained medical image segmentation networks to
train another lightweight network for efficient medical image segmentation.

2.2 Dynamic Networks for Efficient Inference

Lightweight models operates on the input data with the same static architecture,
which cannot adaptively achieve the trade-off between accuracy and computa-
tional cost. To cope with this problem, dynamic networks are developed for
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efficient and adaptive inference [31–35,38]. From the perspective of model archi-
tecture, the dynamic structure of network includes dynamic depth and dynamic
width. For instance, slimmable networks [35] dynamically adjust the network
width to achieve accuracy and efficient trade-offs at inference time. Moreover,
adjusting input resolution is also an effective way to balance between accuracy
and efficiency. DRNet [38] presents a novel dynamic-resolution network in which
the resolution is determined dynamically based on each input sample.

Apart from the research on dynamic inference mostly for the classification
task, a few works aim to achieve dynamic inference in pixel labeling tasks. Kong
et al. [13] propose Pixel-wise Attention Gating to selectively process each pixel,
allocating more computing power to pixels of fuzzy targets under specific re-
source constraints. Dynamic Multi-scale Network (DMN) [11] adaptively learns
weights of convolution kernels according to different input instances, arranging
multiple DMN branches to learn multi-scale semantic information in parallel. Li
et al. [15] introduce the concept of dynamic routing to generate data-dependent
routes. Based on the scale distribution of objects in an image, the proposed soft
condition gates can adaptively select scale transformation routes in an end-to-
end manner.

3 Methodology

3.1 Overview

An overview of our Med-DANet is shown in Fig. 2. In general, our framework
consists of an extremely lightweight Decision Network (D) and a Model Bank (B)
which contains n different medical image segmentation networks (M1,M2...,Mn).
Models in the bank should be diverse in terms of the number of parameters and
computational cost. To deal with the medical image datasets where segmentation
targets are sparsely distributed among slices, we learn a slice-specific decision
by the Decision Network to dynamically select a suitable model from the Model
Bank for the subsequent segmentation task, as formulated by Eq. 1.

y = D(x) ◦ B(x), (1)

where x denotes the input image and y is the corresponding prediction. D ◦ B
indicates to take the matched element with index D in the collection B, and the
calculation details will be explained in the next subsection.

Roughly speaking, the Decision Network will comprehensively considers the
segmentation accuracy and efficiency of each model, making the most appropri-
ate choice. As for the Model Bank, any 2D networks can be included to meet
various accuracy and efficiency requirements. More discussions on the model
choices and ablation study are presented in Sec. 4.1 and Sec. 4.3.

3.2 Dynamic Selection Policy

We reduce the channel size of ShuffleNetV2 [19] to get an extremely lightweight
classification network as our Decision Network so that its computational over-
head is negligible in the entire framework. The Decision Network undertakes
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Fig. 2. The illustration of the overall architecture of our proposed Med-DANet. Tak-
ing a 2D image slice as input data, the Decision Network generates a slice-dependent
choice which represents the level of segmentation difficulties for the current slice. Then,
according to the optimal choice made by the Decision Network, our method can adap-
tively determine to skip the current slice (i.e. directly output a segmentation map with
only zero – “background” class) or utilize the corresponding candidate network in the
pre-defined Model Bank (containing several networks with different model complexi-
ties) to accurately segment the current slice.

a n + 1-class classification task, and the n + 1 categories refer to the n candi-
date networks and a skip procedure. Therefore, the Decision Network and Model
Bank can be respectively formulated as

D(x) = {D̂|x; θ}, (2)

B(x) = [∅,M1(x),M2(x), ...,Mn(x)]. (3)

θ represents all the parameters of the Decision Network and D̂ is the prediction of
D(x).M1 ∼ Mn denote the model candidates and∅ indicates the skip procedure.

To be specific, when encountering a slice with only background (background
slice, lesions are considered as foreground), the Decision Network will choose
to directly skip the subsequent segmentation process. Otherwise, the Decision
Network dynamically selects an appropriate segmentation model considering the
recognition difficulty of foreground objects. During training process, the super-
vision of the Decision Network comes from the trade-off between model perfor-
mance and efficiency. The calculation of the supervision signal of the decision
process is as follows

D =

{
0, Pf < 1
argmax((1− α) ∗ Si + α ∗ softmax( 1

Fi
)) + 1, Pf ⩾ 1

, (4)
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where Si and Fi is respectively the Dice Score and FLOPs of candidate model
Mi during the model training. Pf denotes the number of foreground pixels (all
pixels of segmentation targets). Specifically, if the number of foreground pixels is
less than 1 (i.e. Pf < 1), the current slice will be considered without any lesion
areas, which should be directly skipped (i.e. the corresponding supervision is 0)
during inference. Note that we normalize 1

Fi
through the softmax operation to

avoid the negative effects of the order of magnitude difference between accuracy
and computations, in case that the acquired D is dominated by either model
performance or complexity. In addition, α is a coefficient to moderate the impact
of Dice Score and FLOPs.

Given the choice D̂ predicted by D(x) and the ground-truth D calculated
with Eq. 4, we apply the weighted cross-entropy loss to supervise our Decision
Network. This allows the network to learn to skip (assigning all pixels directly to
the background class without going through the segmentation models) the pure
background slices in the dataset and comprehensively measure the accuracy (Si)
as well as efficiency ( 1

Fi
) of different models for the segmentation targets from

individual slice. In practice, the skip procedure is essential and can be widely
applied because some background slices barely capturing any image content are
very common in medical volumes, it is pointless to invest too much computation
on these background slices. Moreover, the recognition difficulty of segmentation
targets varies from slice to slice, it is more efficient to dynamically select seg-
mentation models of different complexities.

3.3 Training and Inference Strategy

Training. The training process of the entire framework consists of two steps.
First, the ensemble training of segmentation models. To save the training time
cost, the n segmentation models are jointly trained, minimizing the mean av-
erage of the dice-losses of all models and performing gradient back-propagation
synchronously.

dicelossj =

C∑
i=1

(1− 2|predi ∩ truthi|
|predi|+ |truthi|

), (5)

LossB =
1

n

n∑
j=1

dicelossj . (6)

Here C denotes the number of segmentation classes of the dataset, dicelossj is
the dice-loss of candidate segmentation model Mj(j ∈ {1, 2, ..., n}) and LossB is
the overall loss when training the Model Bank.

After that, we train the Decision Network with a weighted cross-entropy loss:

LossD = WCE(D, D̂) = −
n∑

i=0

wi ∗ di ∗ log(d̂i), (7)

where WCE is short for weighted cross-entropy, di and d̂i are respectively the
ground-truth and logits predicted by the Decision Network for model candidate
i, wi represents the corresponding loss weight.
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To cope with the problem of class imbalance (background slices make up a
considerable portion of the dataset) and further pursue a better trade-off between
segmentation accuracy and model complexity, we slightly enlarge the loss weights
of candidate models with better performance (i.e. relatively lower the loss weight
of the skip procedure).
Inference. After the two-step training phase mentioned above, the well-trained
decision network and predefined Model Bank are cascaded sequentially to achieve
the final model structure at inference stage. Given a 2D slice as input image, our
extremely lightweight Decision Network will decide to skip the current slice or
choose the most appropriate segmentation network in the Model Bank based on
the segmentation difficulty of the current slice. Following the specific selective
choice made by Decision Network, the current slice will be directly skipped (i.e.
output the corresponding segmentation maps with all zeros) or segmented by the
single activated segmentation network included in the Model Bank. In this way,
a dynamic slice-dependent framework with greatly improved efficiency is realized
by our method. On one hand, compared with the previously proposed lightweight
networks with static structure, our Med-DANet makes dynamic structure ad-
justments for different inputs instead of treating all inputs equally. On the other
hand, compared with the previously proposed dynamic methods that utilize pre-
diction confidence to determine whether the cascaded architecture need to early
exit or not, our highly efficient Med-DANet can achieve the accurate segmenta-
tion in a one-pass manner.

4 Experiments

4.1 Experimental Setup

Data and Evaluation Metric. The first 3D MRI dataset used in the ex-
periments is provided by the Brain Tumor Segmentation (BraTS) 2019 chal-
lenge [1, 2, 21]. It comprises 335 patient cases for training and 125 cases for
validation. Each sample is composed of 3D brain MRI scans with four modali-
ties. Each modality has a volume of 240×240×155 that has already been aligned
into the same space. The ground truth include 4 classes: background (label 0),
necrotic and non-enhancing tumor (label 1), peritumoral edema (label 2) and
GD-enhancing tumor (label 4). The segmentation accuracy is measured by the
Dice score and the Hausdorff distance (95%) metrics for enhancing tumor region
(ET, label 4), regions of the tumor core (TC, labels 1 and 4), and the whole
tumor region (WT, labels 1,2 and 4), while the computational complexity is
evaluated by the FLOPs metric. The second 3D MRI dataset is provided by the
Brain Tumor Segmentation Challenge (BraTS) 2020 [1,2,21]. It is comprised of
369 cases for training, 125 cases for validation. Except for the number of samples
in the dataset, the other information about these two MRI datasets are identical.
Implementation Details. The proposed Med-DANet is implemented on Py-
torch [25] and trained with 2 NVIDIA Geforce RTX 3090 GPUs (each has 24GB
memory). For the training aspect, we first jointly train the Model Bank for 400
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epochs from scratch with a batch size of 64. To prevent the small-scale candi-
dates in the Model Bank from overfitting and make sure the large models can be
fully optimized, we let small-scale candidates detach the training process at the
epoch of 300 and make large-scale candidates continue to back propagate in the
remaining epochs. After acquiring the training labels for Decision Network using
our proposed comprehensive choice metric, the Decision Network is trained for
50 epochs from scratch with a batch size of 64. The Adam optimizer and the
poly learning rate strategy with warm-up are utilized to train both two parts
of our method. The initial learning rate for training the Decision Network and
Model Bank are 0.01 and 0.0001, respectively. Random cropping, random mirror
flipping and random intensity shift are applied as the data augmentation tech-
niques for training both the Decision Network and the segmentation candidates.
The softmax Dice loss and weighted cross-entropy loss are employed to train the
Model Bank and the Decision Network respectively. Besides, L2 Norm is applied
for model regularization with a weight decay rate of 10−5.

As for the aspect of model candidate selection in the Model Bank, we
choose the modified 2D UNet with various channel sizes (i.e. model width) and
the 2D version of TransBTS [30] with different scales (i.e. model depth) in this
paper. The reason of choosing these two baselines is that both of them are state-
of-the-art methods for brain tumor segmentation with excellent performance
and they also represent two popular network architectures (i.e. CNN and vision
transformer) that can extract complementary information from the data. Com-
pared with the original UNet [27], the modified version make improvements on
both segmentation accuracy and efficiency. Taking consideration of both model
depth and width, modified 2D UNet with a base channel of 12 (i.e. M1), modified
2D UNet with a base channel of 16 (i.e. M2), the light version of 2D TransBTS
with 1-layer Transformer (i.e. M3), and 2D TransBTS with the original 4-layer
Transformer (i.e. M4) are selected as the 4 model candidates in the Model Bank.
According to the policy made by the Decision Network, the modified 2D UNet
can segment the easy slice with greatly reduced computations, while the 2D ver-
sion of TransBTS achieves precise segmentation of the difficult slices by modeling
explicit long-range dependency. In this way, with the well-trained Decision Net-
work and the splendid segmentation candidates in Model Bank, our framework
can achieve great trade-off between segmentation accuracy and efficiency.

4.2 Results and Analysis

BraTS 2019. We conduct experiments on the BraTS 2019 validation set and
compare our Med-DANet with previous state-of-the-art (SOTA) approaches.

The quantitative results are presented in Table 1. Our method achieves the
Dice scores of 79.99%, 90.13%, 80.83% on ET, WT, TC, respectively, which are
comparable or higher results than previous SOTA methods presented in Table
1. Besides, a considerable improvement has also been achieved for segmenta-
tion in terms of Hausdorff distance metric. It is worth noting that the model
complexity of our Med-DANet is significantly less than other SOTA methods,
while the segmentation performance of ours is extraordinary. For example, the
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Table 1. Performance comparison on BraTS 2019 validation set. Per case and per slice
denote the computational costs of segmenting a 3D case and a 2D slice separately.

Method
Dice Score (%) ↑ Hausdorff Dist. (mm) ↓ FLOPs (G) ↓
ET WT TC ET WT TC per case per slice

3D U-Net [8] 70.86 87.38 72.48 5.062 9.432 8.719 1,669.53 13.04
V-Net [22] 73.89 88.73 76.56 6.131 6.256 8.705 749.29 5.85

Attention U-Net [24] 75.96 88.81 77.20 5.202 7.756 8.258 132.67 1.04
Wang et al. [29] 73.70 89.40 80.70 5.994 5.677 7.357 - -
Chen et al. [6] 74.16 90.26 79.25 4.575 4.378 7.954 - -
Li et al. [14] 77.10 88.60 81.30 6.033 6.232 7.409 - -
Frey et al. [9] 78.70 89.60 80.00 6.005 8.171 8.241 - -
TransUNet [5] 78.17 89.48 78.91 4.832 6.667 7.365 1205.76 9.42
Swin-UNet [3] 78.49 89.38 78.75 6.925 7.505 9.260 250.88 1.96
TransBTS [30] 78.36 88.89 81.41 5.908 7.599 7.584 333.09 2.60

Ours 79.99 90.13 80.83 4.086 5.826 6.886 77.78 0.61

3D U-Net VNet Att. U-Net Ours Ground Truth

Fig. 3. The visual comparison of MRI brain tumor segmentation results. The blue
regions denote the enhancing tumors, the red regions denote the non-enhancing tumors,
and the green ones denote the peritumoral edema.

computational complexity of TransBTS [30] is 3.5 times that of the proposed
Med-DANet, and the model computational complexity of TransUNet [5] is sur-
prisingly 15.4 times that of our method, which fully validates the effectiveness
of adaptive architecture for dynamic inference.

For qualitative analysis, the brain tumor segmentation results of various
methods are shown in Fig. 3 for a visual comparison (more visual comparison
on BraTS 2019 dataset can be seen in Supplementary), including 3D U-Net
[8], V-Net [22], Attention U-Net [24], and our Med-DANet. Since the labels for
the validation set are not available, the five-fold cross-validation evaluation is
conducted on the training set for all methods. It is obvious from Fig. 3 that our
framework can delineate the brain tumors more accurately and generate much
better segmentation masks with the powerful candidates as our dynamic options.
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Since we successfully take advantage of both CNNs and Transformer for different
inputs, both local details and global context can be captured by our method to
achieve accurate segmentation of tumors.
BraTS 2020. We also evaluate our Med-DANet on BraTS 2020 validation set
and the segmentation results are reported in Table 2. With the hyper-parameters
on BraTS 2019 directly adopted for model training, our method achieves Dice
scores of 80.57%, 90.28%, 81.34% and HD of 6.474mm, 6.718mm, 7.416mm on
ET, WT, TC. Considerable gain has been made by our method in terms of
ET. Besides, compared with 3D U-Net [8], V-Net [22] and Residual 3D U-Net,
our method makes great improvements in both metrics. It is clear that our
method not only shows significant superiority in model performance but also
has the great advantage of computational efficiency, which reveals the benefit of
leveraging dynamic inference for medical volumetric segmentation task.

Table 2. Performance comparison on BraTS 2020 validation set. Per case and per slice
denote the computational costs of segmenting a 3D case and a 2D slice separately.

Method
Dice Score (%) ↑ Hausdorff Dist. (mm) ↓ FLOPs (G) ↓
ET WT TC ET WT TC per case per slice

3D U-Net [8] 68.76 84.11 79.06 50.983 13.366 13.607 1,669.53 13.04
V-Net [22] 61.79 84.63 75.26 47.702 20.407 12.175 749.29 5.85

Deeper V-Net [22] 68.97 86.11 77.90 43.518 14.499 16.153 - -
3D Residual U-Net [36] 71.63 82.46 76.47 37.422 12.337 13.105 407.37 3.18

Liu et al. [17] 76.37 88.23 80.12 21.390 6.680 6.490 - -
Vu et al. [28] 77.17 90.55 82.67 27.040 4.990 8.630 - -

Ghaffari et al. [10] 78.00 90.00 82.00 - - - - -
TransUNet [5] 78.42 89.46 78.37 12.851 5.968 12.840 1205.76 9.42
Swin-UNet [3] 78.95 89.34 77.60 11.005 7.855 14.594 250.88 1.96
TransBTS [30] 78.50 89.00 81.36 16.716 6.469 10.468 333.09 2.60

Ours 80.57 90.28 81.34 6.474 6.718 7.416 77.71 0.61

4.3 Ablation Studies

We conduct extensive ablation experiments to verify the effectiveness of our
framework and justify the rationale of its design choices based on five-fold cross-
validation evaluations on the BraTS 2019 training set. (1) We make a fair com-
parison with each single candidate in the predefined Model Bank in terms of
segmentation performance and computational cost. (2) We investigate the effect
of different designs for the final choice metric, which stands for the acquired
supervision signal for Decision Network to help the proposed framework achieve
optimal trade-off between accuracy and efficiency. (3) We explore the effect of
different lightweight networks for our Decision Network. (4) We also analyze the
effect of different numbers of candidate networks in the Model Bank. Besides,
please check Supplementary for more ablation study on BraTS 2019 training set.
Comparison with Each Single Candidate in Model Bank. We first com-
pare our Med-DANet with all the candidates in Model Bank to demonstrate
the powerful potential of dynamic architecture for medical volumetric segmenta-
tion. It is worth noting that the comparison is made under two different common
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settings to comprehensively evaluate the proposed framework. The first setting
is utilize the cropped image with a spatial resolution of 128×128 for training
process and use slide-window technique to inference on original input with the
spatial resolution of 240×240 (i.e. full resolution), while the second setting is to
utilize the full resolution for both training and inference. As presented in Table 3,
considerable improvements are achieved by our method in terms of both segmen-
tation accuracy and model efficiency. Compared with the candidate M4 which
has the largest model complexity under setting 1, our method achieves compa-
rable performance with up to 8x less computational costs. The same situation
can be clearly seen under setting 2 in Table 3. With much less model complex-
ity and great segmentation performance, our proposed Med-DANet pursues the
best trade-off between accuracy and efficiency, demonstrating the significance of
adaptive architecture for dynamic inference.

Table 3. Comparison with each single candidate in the predefined Model Bank.

Under Setting 1 (w/ slide window)

Method
Dice Score (%) ↑ FLOPs (G) ↓
ET WT TC All Cases Per Case Per Slice Per Inference

M1(Modified 2D UNet-12) 75.49 90.21 81.58 99,026.40 1,500.40 9.68 0.61
M2(Modified 2D UNet-16) 78.31 90.61 82.59 174,646.57 2,646.16 17.07 1.07
M3(2D TransBTS-light) 78.72 90.30 82.99 385,957.45 5,847.84 37.73 2.36

M4(2D TransBTS) 77.21 91.08 83.27 814,962.73 12,347.92 79.66 4.98
Ours 78.75 90.40 83.13 102,398.01 1,551.485 10.01 0.63

Under Setting 2 (w/o slide window)

Method
Dice Score (%) ↑ FLOPs (G) ↓
ET WT TC All Cases Per Case Per Slice Per Inference

M1(Modified 2D UNet-12) 76.86 90.16 80.43 21,748.98 329.53 2.13 2.13
M2(Modified 2D UNet-16) 77.22 89.99 81.61 38,362.50 581.25 3.75 3.75
M3(2D TransBTS-light) 76.64 90.16 82.21 90,862.86 1,376.71 8.88 8.88

M4(2D TransBTS) 76.48 90.57 83.21 203,351.94 3,081.09 19.88 19.88
Ours 77.73 90.65 82.72 38,211.12 578.96 3.74 3.74

Effect of Different Designs for the Comprehensive Choice Metric. To
seek the optimal trade-off between model complexity and performance, we fur-
ther investigate the effect of different designs for our proposed comprehensive
choice metric (as illustrated in Eq. 4). As described in Sec. 3, we introduce α
and softmax operation to moderate the impact of Dice Score and FLOPs, in
case that the acquired ground truth for Decision Network is dominated by ei-
ther accuracy or complexity. The ablation results are listed in Table 4. It shows
that α = 0.001 is the sweet spot for the whole framework to achieve the optimal
balance between accuracy and efficiency. Specifically, increasing α will make our
method focus more on model efficiency, while the decreasing of α will push our
method to pursue model accuracy without the consideration of computational
cost. Similarly, the drop of softmax operation on either Dice Scores or FLOPs
will cause our framework to extremely pursue either the model performance or
efficiency. By adopting the optimal configuration (α = 0.001, with softmax on
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FLOPs), our Med-DANet achieves greatly reduced computational complexity
and competitive model accuracy.

Table 4. Ablation study on effect of different design for the proposed comprehensive
choice metric. “S”, “F” denote the Dice Scores and FLOPs respectively, w/o and w/
denote with or without softmax on corresponding metrics (i.e. Dice Scores and FLOPs).

Comprehensive Choice Metric Design
Dice Score (%) ↑ FLOPs (G) ↓
ET WT TC All Cases Per Case Per Slice Per Inference

α = 0.0001 78.84 90.48 83.28 129,768.88 1,966.20 12.69 0.79
α = 0.001 77.00 90.17 82.34 51,994.98 787.80 5.08 0.32
α = 0.01 77.21 90.19 81.80 49,951.03 756.83 4.88 0.31

α = 0.001, w/ S & F 77.00 90.17 82.34 51,994.98 787.80 5.08 0.32
α = 0.001, w/o F 75.57 90.10 81.85 48,255.83 731.15 4.72 0.29
α = 0.001, w/o S 78.75 90.40 83.13 102,398.01 1,551.485 10.01 0.63

α = 0.001, w/o S & F 77.12 90.31 82.66 69,618.70 1,054.83 6.81 0.43

Effect of Different Lightweight Networks for Decision Network. After
investigating of the best design for the choice metric, we verify the effective-
ness of our method with different Decision Networks. To achieve the highly
efficient overall framework, the computational cost brought by the Decision Net-
work should be controlled within acceptable limits. Therefore, four lightweight
CNNs (MobileNetV2, GhostNet, ShuffleNetV2, and our modified ShuffleNetV2)
are selected to study the influence of the Decision Network. To be noticed, the
modified ShuffleNetV2 is acquired by greatly cutting down the channel size (i.e.
model width). As shown in Table 5, with our modified ShuffleNetV2 as the De-
cision Network, our Med-DANet yields the best trade-off between accuracy and
computational cost. Although our method achieves the best Dice Scores with
MobileNetV2 as the Decision Network, the model complexity of MobileNetV2
and the overall FLOPs resulted by the guidance of MobileNetV2 are not accept-
able. Specifically, the model complexity of the modified ShuffleNetV2 is approx-
imately 1/3 of GhostNet or ShuffleNetV2 and nearly 1/23 of MobileNetV2,
which shows the effectiveness and efficiency of our optimal Decision Network. It
is clear that employing modified ShuffleNetV2 enables our framework to show
great superiority in terms of computation with competitive model performance.

Table 5. Ablation study on effect of different choices for Decision Network. DN denotes
the Decision Network, while ShuffleNetV2-M denotes our modified ShuffleNetV2.

Decision Network DN’s FLOPs (G)
Dice Score (%) ↑ Overall FLOPs (G) ↓
ET WT TC All Cases Per Case Per Slice Per Inference

MobileNetV2 1.758 78.54 90.22 82.44 334,046.58 5,061.31 32.65 2.04
GhostNet 0.278 75.57 90.19 81.48 82,536.60 1,250.56 8.07 0.50

ShuffleNetV2 0.247 77.20 90.19 81.48 96,606.43 1,463.73 9.44 0.59
ShuffleNetV2-M 0.078 77.00 90.17 82.34 51,994.98 787.80 5.08 0.32

Effect of Different numbers of Candidate Networks in Model Bank.
Finally, we conduct experiments to investigate the influence of the number of can-
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didates in Model Bank on segmentation performance and efficiency. The quanti-
tative results are illustrated in Table 6. First of all, with no candidates (only skip
procedure), the framework will naturally not work at all. Then we add the light-
est CNN and Transformer as candidates (n = 2), a good result has been achieved
already. After that, the largest CNN and Transformer are also incorporated to
Model Bank (n = 4), making the segmentation performance and efficiency of the
network both improve. Compared to 2 candidates, 4 candidates give the network
more options for pursuing either performance or efficiency. However, when we
further add 2 medium-sized CNN and Transformer to the Model Bank (n = 6),
although the network performance (i.e. segmentation accuracy) is further im-
proved because of more optional network candidates, the computational cost is
also increased. Moreover, more candidate networks in the model bank would
also increase the training cost. If higher precision requirements is necessary for
the segmentation tasks, more candidates can be plugged into the Model bank to
further boost the final performance. In conclusion, 4 candidates in Model Bank
achieve the best balance between the accuracy and efficiency.

Table 6. Ablation study on effect of different numbers of candidate networks (n).

number of candidate networks
Dice Score (%) ↑ FLOPs (G) ↓
ET WT TC All Cases Per Case Per Slice Per Inference

0 (only skip) 9.09 0.00 0.00 0.00 0.00 0.00 0.00
2 (1 CNN + 1 TR) 75.60 90.15 82.11 54,247.84 821.94 5.30 0.33

4 (2 CNN + 2 TR) 77.00 90.17 82.34 51,994.98 787.80 5.08 0.32
6 (3 CNN + 3 TR) 78.71 90.76 82.92 84,130.02 1,274.70 8.22 0.51

5 Conclusion

We present the first attempt to explore the potential of dynamic inference in
medical volumetric segmentation task. We focus on the 3D MRI brain tumor
segmentation and propose a new framework named Med-DANet with dynamic
architectures to achieve the trade-off between segmentation accuracy and effi-
ciency. The proposed Med-DANet is generic and not limited to MRI brain tumor
segmentation, which can be applied to any volumetric segmentation tasks. It is
also worth noting that our proposed Med-DANet has strong scalability and flex-
ibility. Any 2D state-of-the-art methods can be incorporated into our framework
to satisfy different accuracy and efficiency requirements. Extensive experiments
on two benchmark datasets (BraTS 2019 and BraTS 2020) for multi-modal
3D MRI brain tumor segmentation demonstrate that our Med-DANet reaches
competitive or better performance than previous state-of-the-art methods with
greatly improved model complexity.
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