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1 Appendix

In this appendix, we provide more details about the unified head architecture
and the training process of the Unicorn.

1.1 Unified Head Architecture

The detailed head architecture is shown in Fig. 1. The unified head takes the
original FPN feature F ∈ Rh×w×c and the target prior P ∈ Rh×w×1 as the
inputs. The two inputs are first fused by broadcast sum, getting the fused feature
F

′ ∈ Rh×w×c. Then the fused feature is passed to the detection head [3] and
the instance segmentation head [10], predicting final boxes or masks. The head
network is fully-convolutional, without any RoI operation such as RoI Align.

1.2 Training Details

Since accurate mask annotations are quite expensive while bounding boxes are
relatively cheap, available training data of SOT&MOT is usually dozens of times
that of VOS&MOTS. Directly mixing training data from four tasks will lead to a
serious data-imbalance problem. To alleviate this problem, we divide the whole
training process into two stages. Specifically, in the first stage, we randomly
sampled training data from SOT datasets (COCO [5], LaSOT [2], GOT-10K [4]
and TrackingNet [7]) and MOT datasets (For evaluating on MOT Challenge, we
use Crowdhuman [9], ETHZ [1], CityPerson [14], MOT17 [6]. For evaluating on
BDD100K, we use the training set of BDD100K [13]) with a 1:1 sampling ratio
to train the whole network without the mask head. In this stage, the network
is optimized with the sum of the correspondence loss and the detection loss.
Lstage1 = Lcorr + Ldet. More details about Ldet can be found in the YOLOX
paper. Then in the second stage, to prevent the model from overfitting on the
VOS&MOTS and negatively impacting the performance of SOT&MOT, we only
train the mask head with the data from VOS (COCO [5], DAVIS [8], Youtube-
VOS [12]) and MOTS (MOTS [11], BDD100K [13]), leaving other parameters
fixed. Lstage2 = Lmask

⋆ This work was performed while Bin Yan worked as an intern at ByteDance.
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Fig. 1. Unified head architecture of the Unicorn.
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Fig. 2. Visualization of the target prior.

1.3 Visualization

In Figure 2, given the tracked target (highlighted with a green box) on the
reference frame, we visualize the predicted target prior on the current frame.
It can be seen that Unicorn can predict accurate correspondence in challenging
scenarios even though there are many similar distractors.
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