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The main paper includes only several examples on the Davis datasets due
to space limits. Here we provide more visual examples to more comprehensively
evaluate these models visually. We also include screenshots that indicate how our
method does on public benchmarks and detailed results on these benchmarks.
Throughout the document, we add “-it” to each method to denote our newly
trained model, where “it” stands for improved training.

1 Screenshots of Public Benchmarks

Fig. 1. Screenshot of KITTI 2015 public benchmark. We name our newly trained
RAFT as RAFT-it, “it” stands for improved training.

Table 1 summarizes the detailed results by previously published and our
newly trained models. The newly trained models are more accurate than previ-
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Fig. 2. Screenshot of Sintel clean public benchmark. We name our newly trained RAFT
as RAFT-it, “it” stands for improved training.

Fig. 3. Screenshot of Sintel final public benchmark. We name our newly trained RAFT
as RAFT-it, “it” stands for improved training. RAFT-it is only slightly worse than
SeparableFlow on Sintel.final among all published two-frame methods.

Fig. 4. Screenshot of Middlebury public benchmark (AEPE). We name our newly
trained RAFT as RAFT-it, “it” stands for improved training. RAFT-it sets a new
state of the art on Middlebury.

ously models regardless of occlusions (unmatched), distance to motion bound-
aries, and speed.

Table 2 summarizes the detailed results on KITTI for the previously best
published and the newly trained models. The newly trained models are gener-
ally better than the previously trained models. The only exception is the fore-
ground regions for IRR-PWC. Note that the original IRR-PWC implementation
computes bidirectional flow, reasons about occlusions, and uses a bilateral re-
finement, which may help the foreground objects. Our newly trained IRR-PWC
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Model all match unmatch d0-10 d10-60 d60-140 s0-10 s10-40 s40+

PWC-Net 4.60 2.25 23.70 4.78 2.05 1.23 0.95 2.98 26.62
PWC-Net-it (ours) 3.68 1.82 18.87 3.47 1.39 1.18 0.62 1.96 23.07

IRR-PWC 4.58 2.15 24.36 4.17 1.84 1.29 0.71 2.42 29.00
IRR-PWC-it (ours) 3.56 1.83 17.54 3.67 1.40 1.16 0.63 2.04 21.63

RAFT [1] 3.14 1.59 15.76 3.15 1.27 1.03 0.53 1.96 18.91
RAFT-it (ours) 2.90 1.41 15.03 2.81 1.16 0.88 0.51 1.70 17.62
Table 1. Detailed analysis of AEPE on Sintel test set. “it” stands for improved train-
ing.

is a straightforward modification of PWC-Net and is more lightweight without
these sophisticated modules.

Model
All Occ

Fl-bg Fl-fg Fl-all Fl-bg Fl-fg Fl-all

PWC-Net [2] 9.66 % 9.31 % 9.60 % 6.14 % 5.98 % 6.12 %
PWC-Net [3] 7.69 % 7.88 % 7.72 % 4.91 % 4.88 % 4.91%
PWC-Net-it (ours) 5.18 % 7.36 % 5.54 % 3.41 % 4.90 % 3.68 %

IRR-PWC 7.68 % 7.52 % 7.65 % 4.92 % 4.62 % 4.86 %
IRR-PWC-it (ours) 5.12 % 8.82 % 5.73 % 3.47 % 5.95 % 3.92 %

RAFT [4] 4.74 % 6.87 % 5.10 % 2.87 % 3.98 % 3.07 %
RAFT [1] 4.54 % 5.99 % 4.78 % 3.01 % 3.17 % 3.04%
RAFT-it (ours) 4.11 % 5.34 % 4.31 % 2.68 % 2.77 % 2.70 %

Table 2. Detailed performance on KITTI 2015 test set. “it” stands for improved
training.

2 More Visual Comparisons

2.1 PWC-it, IRR-it, and RAFT-it on Davis 2K

In this subsection, we include 4 examples of our improved training models on
Davis 2K images: Figures 5, 6, 7, and 8.

2.2 PWC-it, IRR-it, and RAFT-it (down-up) on Davis 4K

In this subsection, we include 4 examples of our improved training models on
Davis 4K images: Figures 9, 10, 11, and 12. Note that due to memory constraints,
RAFT-it requires the input to be downsampled and then the output flow to be
upsampled to 4K.
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Frame 0 RAFT-it

Frame 1 IRR-it

PWC-Net-it

Fig. 5. PWC-it, IRR-it, and RAFT-it on Davis 2K images.

2.3 Old vs New for PWC and RAFT on Davis 448x864

In this subsection, we include 8 examples of two-frame optical flow from PWC-
original, RAFT-original, PWC-it, and RAFT-it evaluated on Davis images with
resolution 448 by 864: Figures 13.

2.4 Old vs New for PWC and RAFT on Viper 1080x1920

In this subsection, we include 3 examples of two-frame optical flow from PWC-
original, RAFT-original, PWC-it, and RAFT-it evaluated on Viper validation
images with resolution 1080 by 1920: Figures 14.
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Frame 0 RAFT-it

Frame 1 IRR-it

PWC-Net-it

Fig. 6. PWC-it, IRR-it, and RAFT-it on Davis 2K images.
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Frame 0 RAFT-it

Frame 1 IRR-it

PWC-Net-it

Fig. 7. PWC-it, IRR-it, and RAFT-it on Davis 2K images.
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Frame 0 RAFT-it

Frame 1 IRR-it

PWC-Net-it

Fig. 8. PWC-it, IRR-it, and RAFT-it on Davis 2K images.
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Frame 0 RAFT-it (down-up)

Frame 1 IRR-it

PWC-Net-it

Fig. 9. PWC-it, IRR-it, and RAFT-it (down-up) on Davis 4K images. Note that
RAFT-it requires the input images to be downsampled due to memory requirements
and then the flow upsampled. Note the higher level of detail in IRR-it and PWC-Net-it:
the clothes on the person on the left.
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Frame 0 RAFT-it (down-up)

Frame 1 IRR-it

PWC-Net-it

Fig. 10. PWC-it, IRR-it, and RAFT-it (down-up) on Davis 4K images. Note that
RAFT-it requires the input images to be downsampled due to memory requirements
and then the flow upsampled. Note the higher level of detail in IRR-it and PWC-Net-it:
the biker’s brim, the pant leg, etc.
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Frame 0 RAFT-it (down-up)

Frame 1 IRR-it

PWC-Net-it

Fig. 11. PWC-it, IRR-it, and RAFT-it (down-up) on Davis 4K images. Note that
RAFT-it requires the input images to be downsampled due to memory requirements
and then the flow upsampled. Note the higher level of detail in IRR-it and PWC-Net-it:
plant in front of the front lion.
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Frame 0 RAFT-it (down-up)

Frame 1 IRR-it

PWC-Net-it

Fig. 12. PWC-it, IRR-it, and RAFT-it (down-up) on Davis 4K images. Note that
RAFT-it requires the input images to be downsampled due to memory requirements
and then the flow upsampled. Note the higher level of detail in IRR-it and PWC-Net-it:
the plants in the foreground.
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Fig. 13. PWC-orig, RAFT-orig vs PWC-it, RAFT-it on Davis 448x864
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Fig. 14. PWC-orig, RAFT-orig vs PWC-it, RAFT-it on Viper 1080x1920
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