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A Architectural Design of Auxiliary Branches

As discussed in the main paper, we attach one auxiliary branch bk after each
convolutional stage ϕk, k = 1, 2, · · · ,K − 1. Each auxiliary branch bk includes
a feature alignment module ζk and a linear classifier gk. The feature alignment
module contains several convolutional blocks following the original backbone net-
work, i.e. residual block in ResNets [7]. To enable the fine-to-coarse feature trans-
formation, we make the path from the input to the end of each auxiliary branch
bk have the same number of down-sampling as the backbone network f . We
illustrate the overall architectures of various networks with auxiliary branches
involved in the main paper, including ResNet [7], WRN [18], DenseNet [8] and
HCGNet [16]. For better readability, the style of the illustration of architectural
details is followed by the original paper.

Table 1. Architectural details of the backbone ResNet-18 [7] with auxiliary branches
for CIFAR-100 classification.

Layer name Output size f(·) b1(·) b2(·) b3(·)
conv1 32×32 3× 3, 64 - - -

conv2 x 32×32

[
3× 3, 64
3× 3, 64

]
× 2 - - -

conv3 x 16×16

[
3× 3, 128
3× 3, 128

]
× 2

[
3× 3, 128
3× 3, 128

]
× 2 - -

conv4 x 8×8

[
3× 3, 256
3× 3, 256

]
× 2

[
3× 3, 256
3× 3, 256

]
× 2

[
3× 3, 256
3× 3, 256

]
× 2 -

conv5 x 4×4

[
3× 3, 512
3× 3, 512

]
× 2

[
3× 3, 512
3× 3, 512

]
× 2

[
3× 3, 512
3× 3, 512

]
× 2

[
3× 3, 512
3× 3, 512

]
× 2

Classifier
1×1 global average pool global average pool global average pool global average pool

100D fully-connected 100D fully-connected 100D fully-connected 100D fully-connected
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Table 2. Architectural details of WRN-16-2 [18] with auxiliary classifiers for CIFAR-
100 classification.

Layer name Output size f(·) b1(·) b2(·)
conv1 32×32 3× 3, 16 - -

conv2 x 32×32

[
3× 3, 32
3× 3, 32

]
× 2 - -

conv3 x 16×16

[
3× 3, 64
3× 3, 64

]
× 2

[
3× 3, 64
3× 3, 64

]
× 2 -

conv4 x 8×8

[
3× 3, 128
3× 3, 128

]
× 2

[
3× 3, 128
3× 3, 128

]
× 2

[
3× 3, 128
3× 3, 128

]
× 2

Classifier
1×1 global average pool global average pool global average pool

100D fully-connected 100D fully-connected 100D fully-connected

Table 3. Architectural details of DenseNet-40-12 [8] with auxiliary classifiers for
CIFAR-100 classification.

Layers Output size f(·) b1(·) b2(·)
Convolution 32×32 3× 3, 16 - -

Dense Block (1) 32×32

[
1× 1 conv
3× 3 conv

]
× 12 - -

Transition Layer (1)
32×32 1× 1 conv - -
16×16 2× 2 average pool, stride 2 - -

Dense Block (2) 16×16

[
1× 1 conv
3× 3 conv

]
× 12

[
1× 1 conv
3× 3 conv

]
× 12 -

Transition Layer (2)
16×16 1× 1 conv 1× 1 conv -
8×8 2× 2 average pool, stride 2 2× 2 average pool, stride 2 -

Dense Block (3) 8×8

[
1× 1 conv
3× 3 conv

]
× 12

[
1× 1 conv
3× 3 conv

]
× 12

[
1× 1 conv
3× 3 conv

]
× 12

Classification Layer
1×1 global average pool global average pool global average pool

100D fully-connected 100D fully-connected 100D fully-connected

Table 4. Architectural details of HCGNet-A1 [16] with auxiliary classifiers for CIFAR-
100 classification.

Stage IR f(·) b1(·) b2(·)
Stem 32×32 3×3 Conv,24 - -

Hybrid Block 32×32 SMG×8 (k = 12) - -
Transition 32×32 SMG×1 SMG×1 -

Hybrid Block 16×16 SMG×8 (k = 24) SMG×8 (k = 24) -
Transition 16×16 SMG×1 SMG×1 SMG×1

Hybrid Block 8×8 SMG×8 (k = 36) SMG×8 (k = 36) SMG×8 (k = 36)

Classification
1×1 global average pool global average pool global average pool
- 100D FC, softmax 100D FC, softmax 100D FC, softmax
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Table 5. Architectural details of ResNet-18 [7] with auxiliary classifiers for fined-
grained classification. Here, N denotes the number of classes.

Layer name Output size f(·) b1(·) b2(·) b3(·)
conv1 112×112 7× 7, 64, stride 2 - - -

conv2 x 56×56
3×3, max pool, stride 2 - - -[

3× 3, 64
3× 3, 64

]
× 2 - - -

conv3 x 28×28

[
3× 3, 128
3× 3, 128

]
× 2

[
3× 3, 128
3× 3, 128

]
× 2 - -

conv4 x 14×14

[
3× 3, 256
3× 3, 256

]
× 2

[
3× 3, 256
3× 3, 256

]
× 2

[
3× 3, 256
3× 3, 256

]
× 2 -

conv5 x 7×7

[
3× 3, 512
3× 3, 512

]
× 2

[
3× 3, 512
3× 3, 512

]
× 2

[
3× 3, 512
3× 3, 512

]
× 2

[
3× 3, 512
3× 3, 512

]
× 2

Classifier
1×1 global average pool global average pool global average pool global average pool

N -D fully-connected N -D fully-connected N -D fully-connected N -D fully-connected

Table 6. Architectural details of ResNet-50 [7] with auxiliary classifiers for ImageNet
classification.

Layer name Output size f(·) b1(·) b2(·) b3(·)
conv1 112×112 7× 7, 64, stride 2 - - -

conv2 x 56×56
3×3, max pool, stride 2 - - - 1× 1, 64

3× 3, 64
1× 1, 256

× 3 - - -

conv3 x 28×28

1× 1, 128
3× 3, 128
1× 1, 512

× 4

1× 1, 128
3× 3, 128
1× 1, 512

× 4 - -

conv4 x 14×14

 1× 1, 256
3× 3, 256
1× 1, 1024

× 6

 1× 1, 256
3× 3, 256
1× 1, 1024

× 6

 1× 1, 256
3× 3, 256
1× 1, 1024

× 6 -

conv5 x 7×7

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3

 1× 1, 512
3× 3, 512
1× 1, 2048

× 3

Classifier
1×1 global average pool global average pool global average pool global average pool

1000D fully-connected 1000D fully-connected 1000D fully-connected 1000D fully-connected
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B Experimental setup

B.1 Image Classification

Dataset

– CIFAR-100 [11] is a standard image classification dataset, containing 50k
training images and 10k test images in 100 classes.

– CUB-200-2011 [15] contains 200 species of birds with 5994 training images
and 5794 test images.

– Standford Dogs [9] contains 120 breeds of dogs with 12000 training images
and 8580 test images.

– MIT67 [14] contains 67 indoor categories with 5356 training images and
1337 test images.

– Stanford Cars [10] contains 196 classes of cars with 8144 training images
and 8041 testing images.

– FGVC-Aircraft [13] contains 100 classes of aircraft variants with 6667
training images and 3333 testing images.

– ImageNet [4] is a large-scale image classification dataset, which contains
1.28 million training images and 50k validation images in 1000 classes. Im-
ageNet is also a hierarchical dataset that includes both coarse- and fine-
grained class distinction.

Data pre-processing. We utilize the standard data pre-processing pipeline [8],
i.e. random cropping and flipping. The resolution of each input image is 32×32
in CIFAR-100 and 224×224 in fine-grained datasets and ImageNet.

Training details

– CIFAR-100: all network are trained by stochastic gradient descent (SGD)
optimizer with a momentum of 0.9, a weight decay of 5× 10−4, and a batch
size of 128. We start at 5 epochs for linear warm-up from 0 to an initial
learning rate of 0.1, which avoids the possible model collapse issue for data
augmentation and Self-KD training. Then the learning rate is divided by 10
after the 105-th and 155-th epochs within the total 205 epochs.

– Fine-grained classification: all network are trained by stochastic gradient
descent (SGD) optimizer with a momentum of 0.9, a weight decay of 1×10−4,
and a batch size of 32. We start at 5 epochs for linear warm-up from 0 to an
initial learning rate of 0.1, which avoids the possible model collapse issue for
data augmentation and Self-KD training. Then the learning rate is divided
by 10 after the 105-th and 155-th epochs within the total 205 epochs.

– ImageNet: all network are trained by stochastic gradient descent (SGD) op-
timizer with a momentum of 0.9, a weight decay of 1×10−4, and a batch size
of 256. We start at 5 epochs for linear warm-up from 0 to an initial learning
rate of 0.1, which avoids the possible model collapse issue for data augmen-
tation and Self-KD training. Then we use a cosine learning rate scheduler
from an initial learning rate of 0.1 to 0 throughout the 300 epochs.
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Object Detection

– COCO-2017 [12] contains 120k training images and 5k validation images.
In this paper, we adopt 5k validation images for test.

Data pre-processing. We utilize the default data pre-processing of MMDe-
tection [2]. The shorter side of the input image is resized to 800 pixels, the longer
side is limited up to 1333 pixels.

Training details. We adopt a 1x training schedule with a momentum of 0.9
and a weight decay of 0.0001. We start at 500 linear warm-up iterations from 0
to an initial learning rate of 0.02. Then the learning rate is divided by 10 after
the 8-th and 11-th epochs within the total 12 epochs. Training is conducted on
8 GPUs using synchronized SGD with a batch size of 1 per GPU.

Semantic Segmentation

– Pascal VOC [5] contains 10582/1449/1456 images for train/val/test with
21 semantic categories. Some training images are augmented with extra an-
notations provided by Hariharan et al. [6].

– ADE20K [19] contains 20k/2k/3k images for train/val/test with 150 se-
mantic categories.

– COCO-Stuff-164k [1] covers 172 labels and contains 164k images: 118k for
training, 5k for validation, 20k for test-dev and 20k for the test-challenge.

Data pre-processing. In this paper’s semantic segmentation experiments, we
retain the original training images and use validation images for test. Following
the standard data augmentation [17], we employ random flipping and scaling in
the range of [0.5, 2]. During the training phase, we use a crop size of 512× 512.
During the test phase, we utilize the original image size.

Training details. All experiments are optimized by SGD with a momentum
of 0.9, a batch size of 16 and an initial learning rate of 0.02. The number of the
total training iterations is 40K. The learning rate is decayed by (1− iter

total iter )
0.9

following the polynomial annealing policy [3]. Training is conducted on 8 GPUs
using synchronized SGD with a batch size of 2 per GPU. The implementation
is based on an open codebase4 released by Yang et al. [17].

4 https://github.com/winycg/CIRKD
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