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Appendix

A Visualization, Analysis and Discussion

To investigate the learned differences of information between ReLabel and FKD,
we depict the intermediate attention maps using gradient-based localization [3].
There are three important observations that align our aforementioned analyses
in Fig. 1 and 2.

(i) FKD’s predictions are less confident than ReLabel with more surround-
ing context; This is reasonable since in random-crop training, many crops are
basically backgrounds (context), the soft predicted label from the teacher model
might be completely different from the ground-truth one-hot label and the train-
ing mechanism of FKD can leverage the additional information from context.

(ii) FKD’s attention maps have a larger active area on the object regions,
which indicates that FKD trained model utilizes more cues for prediction and
also captures more subtle and fine-grained information. However, it is interesting
to see that the guided backprop is more focused than ReLabel.

(iii) ReLabel’s attention is more aligned with PyTorch pre-trained model,
while FKD’s results are substantially unique to them. It implies that FKD’s
learned attention differs significantly from one-hot and global label map learned
models.

B Training Details and Experimental Settings

Training details for Table 3 of the main text. We employ the training
settings and hyper-parameters following Table 1, which are the same as ReLabel.
We use 4 as the number of crops in each image during training.

Training details for Table 5 of the main text. When comparing our FKD
with ViT [1]/DeiT [6]/SReT [4] (Table 5 of the main text), we employ the
training settings and hyper-parameters following Table 2.

http://zhiqiangshen.com/projects/FKD/index.html
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Fig. 1. Visualization of learned attention map using GradCAM [3,2]. “Base” indicates
the pre-trained PyTorch model. In each group of ReLabel and FKD, left is Grad-CAM
and right is Guided Backprop.
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Fig. 2. More visualization of response/attention maps.

Training details for Table 8 of the main text. The training settings and
hyper-parameters of FKD with FBNet-C100 [7] and EfficientNetv2-B0 [5] back-
bones (Table 8 of the main text) are provided in Table 2 which are the same as
the training protocol on ViT, DeiT and SReT. We use 4 as the number of crops
in each image during training.
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Table 1. Training hyper-parameters and details for ReLabel [8] and FKD used in
Table 3 of the main text.

Method ReLabel [8] or FKD
Teacher EfficientNet-L2-ns-475
Epoch 300
Batch size 1,024
Optimizer SGD
Init. lr 0.1
lr scheduler cosine
Weight decay 1e-4
Random crop Yes
Flipping Yes
Warmup epochs 5
Color jittering Yes

Table 2. Training hyper-parameters and details for the comparison in Table 5 of the
main text when employing ViT [1], DeiT [6] and SReT [4] as the backbone networks.
Table is adapted from [6].

Method ViT-B [1] DeiT [6]/SReT [4] FKD
Epoch 300 300 300
Batch size 4096 1024 1024
Optimizer AdamW AdamW AdamW
Init. lr 0.003 0.001 0.002
lr scheduler cosine cosine cosine
Weight decay 0.3 0.05 0.05
Warmup epochs 3.4 5 5

Label smoothing None 0.1 None
Dropout 0.1 None None
Stoch. Depth None 0.1 0.1
Repeated Aug None Yes None
Gradient Clip. Yes None None
Rand Augment None 9/0.5 None
Mixup prob. None 0.8 None
Cutmix prob. None 1.0 None
Erasing prob. None 0.25 None
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