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1 Results on Different Batch Sizes

Our method leverages examples from the entire batch in order to facilitate train-
ing. All our results on CIFAR100 in the original paper are reported using a
batch size of 128, following prior work [3, 1]. Here, we analyze the efficacy of our
method on different batch sizes used during training. Prior work has observed
that increasing the batch size tends to slightly reduce the test accuracy, and
have proposed various methods to reduce the drop in accuracy [4, 2, 5]. In our
experiments, we adopt the linear scaling rule [2], which scales the learning rate
in proportion to the batch size.

Table S1. Ablation studies on the Batch Size

Settings B = 50 B = C

Methods Batch Size C = 5

LUCIR [3] 128 59.4 42.28
LUCIR + CSCCT 60.01+2.61 44.03+1.55

LUCIR [3] 256 57.06 39.58
LUCIR + CSCCT 59.71+2.91 41.48+1.90

LUCIR [3] 512 56.19 38.16
LUCIR + CSCCT 59.02+2.83 40.2+2.04

LUCIR [3] 1024 54.83 37.97
LUCIR + CSCCT 57.8+2.97 40.27+2.3

Table S1 showcases the re-
sults on two different exper-
imental settings, across vari-
ous batch sizes. It can be seen
that increasing the batch size
increases the performance of
our method. This is because
larger batch sizes allow using
more samples from the mem-
ory as well as the current task,
providing a broader view of
the feature space, which di-
rectly benefits our objectives.

2 Results on Different Exemplar Memory Sizes

The memory size specifies the exemplars-per-class that the model can store at
the end of each phase. Here, we report results varying the exemplar memory
size.
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Table S2. Ablation studies on the Memory Size

Settings B = 50 B = C

Methods Memory Size C = 5

LUCIR [3] 10 55.83 39.45
LUCIR + CSCCT 57.54+1.71 40.72+1.14

LUCIR [3] 20 59.4 42.28
LUCIR + CSCCT 60.01+2.61 44.03+1.55

LUCIR [3] 30 62.52 46.35
LUCIR + CSCCT 65.05+2.53 48.34+1.99

LUCIR [3] 40 63.60 50.16
LUCIR + CSCCT 66.49+2.89 52.28+2.12

Table S2 showcases the re-
sults. Enforcing stricter mem-
ory constraints causes a per-
formance drop in LUCIR [3],
however, our method still pro-
vides strong relative improve-
ments across settings. As the
memory size increases, our
method offers greater relative
improvements.

3 Phase-Wise Plots

Figures A1 and A2 showcase
phase-wise plots on three class-incremental learning settings on CIFAR100, on
top of multiple baseline methods.
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Fig.A1. Phase-wise average incremental accuracies on CIFAR100, on the 100 Task
Setting with 1 Class per Task. The y-axis is set to log scale for visual clarity.
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Fig.A2. Phase-wise average incremental accuracies on CIFAR100, on the 50 Task
Setting with 2 classes per task (Left) and the 20 Task Setting with 5 classes per task
(Right). The y-axis is set to log scale for visual clarity.
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