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In this supplementary material, we provide the following additional results
and discussions of this paper.

1 Additional Results

1.1 Quantitative results

The impact of optical-flow computation for testing. In the main paper, our re-
ported results are based on per-frame inference without optical-flow computa-
tion. Here, we further study the impact of optical-flow computation for testing.
The comparison results under the VIPER → Cityscapes scenario and the SYN-
THIA → Cityscapes scenario are shown in Table S1 and Table S2, respectively.
To be specific, the “I2VDA (two-frame)” is implemented by a non-parametric
fusion defined as:

P = M(If ) + γM(W(If−1, F )), (1)

where W(·, ·) is the warping function and M is the segmentation network that
have been defined in the main paper, If is the current frame, If−1 represents its
previous frame, F is the optical flow between If−1 and If , and γ is set to 0.5 to
balance the fusion. We observe that the improvements for both scenarios are not
very obvious by further using two frames and computing optical flow for testing.
These results, to some extent, indicate that our proposed temporal augmentation
strategy is effective to help learn diverse temporal patterns during training thus
there is no need to explicitly consider the temporal consistency during testing.

1.2 Qualitative results

Static results. For qualitative comparisons, we first provide some visualiza-
tion results of independent frames for both VIPER → Cityscapes and SYN-
THIA → Cityscapes scenarios scenarios in Figure S1 and Figure S2, respectively.
It is observed that our method achieves more accurate results, especially on the
small-size classes such as person and traffic light.
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Table S1. Ablation study on the impact of optical-flow computation for testing under
the VIPER → Cityscapes scenario.
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single 84.78 36.09 84.02 28.02 36.46 36.02 85.89 48 73.97 63.18 81.87 33.0 51.75 39.94 0.17 51.18

two-frame 85.13 36.66 84.11 26.36 36.18 35.88 86.10 33.13 74.29 63.33 82.12 32.80 52.38 39.42 0.22 51.21

Table S2. Ablation study on the impact of optical-flow computation for testing under
the SYNTHIA → Cityscapes scenario.
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single 89.88 40.54 77.58 27.26 18.69 23.60 76.07 76.34 48.48 22.39 82.13 53.00

two-frame 89.95 40.74 77.58 27.53 17.92 23.12 76.22 76.60 48.47 22.42 82.20 53.00

Dynamic results. As a video-level task, we further provide dynamic visualization
with 10 video samples from Cityscapes in “CVPR2022 735 video.mp4”. The
dynamic visualization shows that our method achieves more smooth and accurate
results compared with existing video-to-video based method DA-VSN [2]. Note
that, for clarity, we pause each video sample for 1 second at the frame with the
ground truth.

2 Limitation and discussion

An accurate pretrained optical flow estimator (e.g., FlowNet [3]) is the corner-
stone of our method. The estimated flow is employed to synthesize the interme-
diate frames for temporal augmentation and to warp the prediction for ensuring
target temporal consistency as well. Since the flow estimator is trained on addi-
tional synthetic datasets such as Sintel [1], employing the trained model weights
in the target domain for optical flow estimation also suffers from a domain gap.
An unsatisfactory optical flow estimation will mislead the training of the domain
adaptive semantic segmentation which is a limitation of our method. Pretraining
the flow estimator directly on the target domain (e.g., Cityscapes) in an unsu-
pervised manner might be a good future direction to bridge the domain gap
caused by optical flow estimation.
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Fig. S1. Qualitative comparison results on the VIPER → Cityscapes domain adaptive
video segmentation task using 10 independent samples from the Cityscapes validation
set.
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Fig. S2. Qualitative comparison results on the SYNTHIA → Cityscapes domain adap-
tive video segmentation task using 10 independent samples from the Cityscapes vali-
dation set.
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