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Supplementary Material

We first provide additional results in Appendix A. Then, in Appendix B we provide
analyses of the covariance neighborhood size and the effect of training the image en-
coder. The equations for the different kernels used in our ablation study are shown
in Appendix C. In Appendix D, we list the runtimes of the different components in
our approach. Appendix E contains pseudo-code for our dense GP, a list detailing the
trainable layers of our approach, and the details on how the output of the GP is pre-
sented to the decoder. Finally, in Appendix F, we provide a qualitative comparison
and qualitative results.

A Additional Results

We provide the per-fold results on the COCO-20i to PASCAL transfer experiment and
a list of the classes included; the per-shot results used to generate Fig. 1 in the main
paper; and the per-fold results used in the state-of-the-art comparison.

A.1 Cross-dataset Evaluation

COCO-20i to PASCAL Transfer We supply additional details on the cross-dataset
evaluation experiment in Table 2 of the main paper. This experiment was proposed by
Boudiaf et al . [4] and we follow their setup. First, our approach is trained on each of
the four folds of COCO-20i. Next, we test each of the four versions on PASCAL, using
only the classes held-out during training. We list the classes of each fold in Table 7.
The full per-fold results are presented in Table 6.

Table 6. The results of our approach in a COCO-20i to PASCAL transfer experiment
(mIoU, higher is better). Following Boudiaf et al . [4], the approach is trained on a fold
of COCO-20i training set and tested on the PASCAL validation set. The testing folds
are constructed to include classes not present in the training set, and thus not the same
as PASCAL-5i.

Method
1-Shot 5-Shot

F-0 F-1 F-2 F-3 Mean F-0 F-1 F-2 F-3 Mean

RPMM [40] 36.3 55.0 52.5 54.6 49.6 40.2 58.0 55.2 61.8 53.8
PFENet [31] 43.2 65.1 66.5 69.7 61.1 45.1 66.8 68.5 73.1 63.4
RePRI [4] 52.8 64.0 64.1 71.5 63.1 57.7 66.1 67.6 73.1 66.2

Ours, ResNet50 55.1 ± 0.8 71.0 ± 0.4 69.2 ± 0.9 80.3 ± 0.8 68.9 ± 0.4 70.3 ± 0.9 75.3 ± 0.4 78.5 ± 0.7 85.8 ± 0.4 77.5 ± 0.2
Ours, ResNet101 55.1 ± 0.4 72.2 ± 0.3 70.7 ± 0.8 82.3 ± 0.8 70.1 ± 0.3 70.7 ± 0.7 75.6 ± 0.6 80.2 ± 0.1 87.3 ± 0.3 78.5 ± 0.3

A.2 1-10 Shot Results

Here, we provide the full results from 1-10 shots, which was used to generate Figure 1.
In Table 8 and 9 our results on PASCAL-5i and COCO-20i are presented. Note that
our approach was trained for 1 shot in the 1-shot setting, and 5 shots in the other nine
settings.
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Table 7. The classes used for testing in the COCO-20i to PASCAL transfer experi-
ment, as proposed by Boudiaf et al . [4]. This split is different from that of PASCAL-5i

in order to avoid overlap between the training and testing classes.

Fold-0 Fold-1 Fold-2 Fold-3

Airplane, Boat,
Chair, Dining
Table, Dog, Person

Bicycle, Bus, Horse,
Sofa

Bird, Car, Potted
Plant, Sheep, Train,
TV-monitor

Bottle, Cat, Cow,
Motorcycle

Table 8. 1 to 10 -shot PASCAL-5i results.

1-shot 2-shot 3-shot 4-shot 5-shot 6-shot 7-shot 8-shot 9-shot 10-shot

DGPNet (ResNet101) 64.8 ± 0.5 68.4 ± 0.5 72.4 ± 0.3 74.2 ± 0.5 75.4 ± 0.4 76.1 ± 0.4 76.6 ± 0.4 77.0 ± 0.4 77.5 ± 0.4 77.7 ± 0.4

Table 9. 1 to 10 -shot COCO-20i results.

1-shot 2-shot 3-shot 4-shot 5-shot 6-shot 7-shot 8-shot 9-shot 10-shot

DGPNet (ResNet101) 46.8 ± 0.3 51.7 ± 0.2 55.0 ± 0.2 56.7 ± 0.3 57.9 ± 0.3 58.7 ± 0.2 59.2 ± 0.3 59.7 ± 0.3 60.0 ± 0.3 60.2 ± 0.2

A.3 Per-Fold Results

In this section, we provide the full results for our state-of-the-art comparison. In Tables
10 and 11 the per-fold results for both ResNet50 and ResNet101 are presented. In
general our results are stable for all folds.

Table 10. Per-fold results on PASCAL-5i

1-Shot 5-Shot
Method 50 51 52 53 Mean 50 51 52 53 Mean

CANet (ResNet50) 52.5 65.9 51.3 51.9 55.4 55.5 67.8 51.9 53.2 57.1
DENet (ResNet50) 55.7 69.7 63.6 51.3 60.1 54.7 71.0 64.5 51.6 60.5
PFENet (ResNet50) 61.7 69.5 55.4 56.3 60.8 63.1 70.7 55.8 57.9 61.9
RePri (ResNet50) 60.2 67.0 61.7 47.5 59.1 64.5 70.8 71.7 60.3 66.8
ASGNet (ResNet101) 59.8 67.4 55.6 54.4 59.3 64.6 71.3 64.2 57.3 64.4
SCL (ResNet50) 63.0 70.0 56.5 57.7 61.8 64.5 70.9 57.3 58.7 62.9
SAGNN (ResNet50) 64.7 69.6 57.0 57.2 62.1 64.9 70.0 57.0 59.3 62.8

DGPNet (ResNet50) 63.5 ± 0.9 71.1 ± 0.5 58.2 ± 1.6 61.2 ± 0.7 63.5 ± 0.4 72.4 ± 0.8 76.9 ± 0.2 73.2 ± 0.9 71.7 ± 0.4 73.5 ± 0.3
DGPNet (ResNet101) 63.9 ± 1.2 71.0 ± 0.5 63.0 ± 0.6 61.4 ± 0.6 64.8 ± 0.5 74.1 ± 0.6 77.4 ± 0.6 76.7 ± 0.9 73.4 ± 0.6 75.4 ± 0.4

B Detailed Analysis

We present results from two additional experiments. First, the size of the local co-
variance region is analyzed. Then, we investigate the impact of freezing the backbone
during episodic training.

B.1 Additional Covariance Neighborhood Experiments

In section 3.5 we show how the covariance with neighbors in a local region is fed to
the decoder. In Table 12, we supply additional results with different sized windows.
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Table 11. Per-fold results on COCO-20i

1-Shot 5-Shot
Method 200 201 202 203 Mean 200 201 202 203 Mean

DENet (ResNet50) 42.9 45.8 42.2 40.2 42.8 45.4 44.9 41.6 40.3 43.0
PFENet (ResNet50) 36.8 41.8 38.7 36.7 38.5 40.4 46.8 43.2 40.5 42.7
RePri (ResNet50) 31.2 38.1 33.3 33.0 34.0 38.5 46.2 40.0 43.6 42.1
ASGNet (ResNet50) - - - - 34.6 - - - - 42.5
SCL (ResNet101) 36.4 38.6 37.5 35.4 37.0 38.9 40.5 41.5 38.7 39.9
SAGNN (ResNet101) 36.1 41.0 38.2 33.5 37.2 40.9 48.3 42.6 38.9 42.7

DGPNet (ResNet50) 43.6 ± 0.5 47.8 ± 0.8 44.5 ± 0.8 44.2 ± 0.6 45.0 ± 0.4 54.7 ± 0.7 59.1 ± 0.5 56.8 ± 0.6 54.4 ± 0.6 56.2 ± 0.4
DGPNet (ResNet101) 45.1 ± 0.5 49.5 ± 0.8 46.6 ± 0.8 45.6 ± 0.3 46.7 ± 0.3 56.8 ± 0.8 60.4 ± 0.9 58.4 ± 0.4 55.9 ± 0.4 57.9 ± 0.3

We experiment with N ∈ {1, 3, 5, 7}. Larger windows improve the results but the
improvement seems to saturate after N = 5.

Table 12. Performance for different configurations of covariance windows on the
PASCAL-5i and COCO-20i benchmarks. Measured in mIoU (higher is better).

PASCAL-5i COCO-20i

1x1 3x3 5x5 7x7 1-shot 5-shot 1-shot 5-shot ∆

62.1 69.9 41.7 51.2 0.0
✓ 60.0 70.3 42.2 51.7 -0.2

✓ 62.0 71.1 43.6 53.0 1.2
✓ 62.5 71.8 43.8 53.7 1.7

✓ 63.0 71.7 43.7 53.5 1.8

B.2 Effect of Training the Image Encoder

In Table 13 we compare our final approach trained with a frozen and unfrozen backbone.
Several prior works found it beneficial to freeze the image encoder during episodic
training. In contrast, we find it beneficial to not freeze it and keep learning visual
representations. By differentiating through our GP learner during episodic training,
the proposed method can thus refine the underlying feature representations, which is
another important advantage of our approach. However, our approach still improves
upon state-of-the-art when employing a frozen backbone.

B.3 Additional Baseline Experiments

We supply three additional baseline experiments to validate the effect of the proposed
DGP-module. We evaluate three variants: (i) We remove the GP (the f-branch) and
let the decoder rely only on the shallow features. (ii) We replace the GP with the
Prior-mask learning mechanism proposed in PFENet. (iii) We replace the GP with a
prototype-based approach where the support features are mask-pooled and the result
compared to the query features using cosine-similarity, similar to e.g. PANet. Results
on PASCAL and COCO are reported in the Table 14. Our approach outperforms all
baselines by a large margin. This further validates the superiority of our GP module.
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Table 13. Comparison between freezing the backbone and fine-tuning it with a low
learning rate.

PASCAL-5i COCO-20i

Backbone Method 1-shot 5-shot 1-shot 5-shot

ResNet50
DGPNet (Frozen Backbone) 61.9 ± 0.3 72.4 ± 0.3 43.1 ± 0.3 54.5 ± 0.2
DGPNet (Ours) 63.5 ± 0.4 73.5 ± 0.3 45.0 ± 0.4 56.2 ± 0.4

ResNet101
DGPNet (Frozen Backbone) 63.4 ± 0.5 74.3 ± 0.3 44.6 ± 0.5 56.6 ± 0.3
DGPNet (Ours) 64.8 ± 0.5 75.4 ± 0.4 46.7 ± 0.3 57.9 ± 0.3

Table 14. Additional baseline experiments to validate the effect of the DGP-module.

PASCAL-5i COCO-20i

Method 1-shot 5-shot 1-shot 5-shot

No GP 42.9 43.0 23.5 23.5
PFENet prior mask 54.0 54.7 35.8 37.2
Prototype 57.5 63.0 41.5 49.9
DGPNet (Ours) 63.5 73.5 45.0 56.2

C Kernel Details

In this section we provide the definitions of the kernels used in our ablation study. First
we define the homogenous linear kernel as,

κlin(x, y) = xT y .

As was noted in the paper, this kernel corresponds to Bayesian Linear Regression with
a specific prior. One could also consider learning a bias parameter, however we chose
not to learn such parameters for reasons of method simplicity. Next we consider the
exponential kernel,

κexp(x, y) = exp

(

−||x− y||2
ℓ

)

.

This kernel behaves similarly as the SE kernel, however with a sharper peak and slower
rate of decay. For completeness we additionally define the SE kernel here again,

κSE(x, y) = exp

(

−||x− y||22
2ℓ2

)

.

We chose the length of the exponential kernel as ℓ =
√
D and the squared exponen-

tial kernel as ℓ2 =
√
D, we found the performance in general to be robust to different

values of ℓ. Note that we used the same value of ℓ for both benchmarks and for all
number of shots.

In Table 15 we provide a kernel hyperparameter sensitivity analysis. We run one
experiment per value and choose the values to cover one order of magnitude centered
around the values adopted. Perturbing the hyperparameters with a factor of 0.3 or
3.0 leads to minor but statistically significant drops in performance. One exception is
increasing σ2

f by a factor of 3.0, which does not adversely affect performance.
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Table 15. Kernel hyperparameter sensitivity analysis for the SE-kernel, which is
adopted in the main paper. The sensitivity analysis is based on the full, final approach
with a ResNet50 backbone and performed on the 5-shot setting in PASCAL-5i. The
hyperparameters values are chosen to cover one order of magnitude of hyperparameter
values, centered at the values adopted in the main paper.

ℓ2 = 0.3
√
D ℓ2 =

√
D ℓ2 = 3.0

√
D σ2

f = 0.3 σ2
f = 1.0 σ2

f = 3.0 σ2
y = 0.03 σ2

y = 0.1 σ2
y = 0.3

72.9 73.5± 0.3 72.8 72.8 73.5± 0.3 73.6 73.0 73.5± 0.3 72.9

Table 16. Runtimes of the different functions in our approach, measured in millisec-
onds (ms). Timings are measured in evaluation mode on 512 × 512 sized images from
COCO-20i.

Batch size 1 Batch size 20
1-shot 5-shot 1-shot 5-shot

Image encoder on support 15.5 23.4 48.5 197.5
Mask encoder on support 2.1 2.1 1.6 6.6
GP preparation on support 8.3 13.9 7.2 113.5
Image encoder on query 9.7 13.6 39.8 39.9
GP inference on query 7.9 9.4 12.1 38.1
Decoder 6.2 6.9 40.0 40.5

Total 49.7 ms 69.3 ms 149.2 ms 436.1 ms

D Runtimes

We show the runtime of our method in Table 16. We partition the timing into dif-
ferent parts. The Gaussian process (GP) is split into two. One part preparing and
decomposing the support set matrix in (6) and (7) of the main paper, and another
part computing the mean and covariance of the query given the pre-computed matrix
decomposition.

The timings are measured in the 1-shot and 5-shot settings on images from COCO-
20i of 512 × 512 resolution, using either a single episode per forward or a batch of 20
episodes in parallel. We run the method in evaluation mode via torch.no_grad().
Timing is measured by injecting cuda events around function calls and measuring the
elapsed time between them. The events are inserted via torch.cuda.Event(enable_-

timing=True). We run our approach on a single NVIDIA V100 for 1000 episodes and
report the average timings of each part.

E Additional Implementation Details

We provide code for the Gaussian Process inference, the neural network layers that
make up the modules used in our approach, and the details of how the predictive
output distribution from the GP is fed to the decoder.
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E.1 Code for Gaussian Process

Pseudo-code for the dense GP is shown in Listing 1.1. Equation 7 involves the multipli-
cation with a matrix inverse. It is in practice computed via the Cholesky decomposition
and solving the resulting systems of linear equations. For brevity and clarity, we omit
device casting and simplify the solve implementation. In practice, we use the standard
triangular solver in PyTorch, torch.triangular_solve.

1 def GP(x_q , y_s , x_s , sigma_y , kernel):

2 """ Produces the predictive posterior distribution of the

GP.

3 After each line , we comment the shape of the output , with

sizes

4 defined as:

5 B is the batch -size

6 Q is the number of query feature vectors in the query

image

7 S is the number of support feature vectors across the

support images

8 M is the number of channels in the GP output space

9 D is the number of channels in the feature vectors.

10

11 Args:

12 x_q: deep query features (B,Q,D)

13 y_s: support outputs (B,S,M)

14 x_s: deep support features (B,S,D)

15 sigma_y: mask standard deviation

16 kernel: the kernel function ,

17 """

18 B, S, D = x_s.shape

19 I = torch.eye(S)

20 K_ss = kernel(x_s , x_s) #(B,S,S)

21 K_qq = kernel(x_q , x_q) #(B,Q,Q)

22 K_sq = kernel(x_s , x_q) #(B,Q,S)

23 L_ss = torch.cholesky(K_ss + sigma_y **2 * I) #(B,S,S)

24 mu_q = (K_sq.T @ solve(L_ss.T, solve(L_ss , y_s)) #(B,Q,M

)

25 v = solve(L_ss , K_sq) #(B,S,Q)

26 cov_q = K_qq - v.T @ v #(B,Q,Q)

27 return mu_q , cov_q

Listing 1.1. PyTorch implementation of the Gaussian Process utilized in the proposed
approach. Here, the learning and inference is combined in a single step. The @ operator
denotes matrix multiplication and solve the solving of a linear system of equations.
The .T is the batched matrix transpose.

E.2 Trainable Layer List

In Table 17 we report the trainable neural network layers used in our approach. The
image encoder listed is either a ResNet50 [9] or a ResNet101 [9] with two projection
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layers. The results of layer3 and layer4 are each fed through a linear projection layer,
layer3 out and layer4 out respectively, to produce feature maps at stride 16 and stride
32. These two feature maps are then fed into one GP each in the GP pyramid. The
support masks is fed through another ResNet [9] in order to produce the support
outputs. The GPs are integrated as neural network layers, but do not contain any
learnable parameters. The decoder is a DFN [43]. We do not adopt the border network
used in their work and we skip the global average pooling. We also feed it shallow
feature maps extracted from the query. The shallow feature maps are the results of
layer1 and layer2 in the image encoder, at stride 4 and 8 respectively.
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Table 17. All neural network blocks used by our approach. The rightmost column
shows the dimensions of the output of each block, assuming a 512×512 input resolution.
The image encoder is from He et al . [9] and the decoder from Yu et al . [43]. The
BottleNeck and BasicBlock blocks are from He et al . [9], and the CAB and RRB blocks
from Yu et al . [43]. See their works for additional details.

Image Encoder

conv1 Conv2d 64 × 256 × 256
bn1 BatchNorm2d 64 × 256 × 256
relu1 ReLU 64 × 256 × 256
maxpool MaxPool2d 64 × 128 × 128
layer1 3x BottleNeck 256 × 128 × 128
layer2 4x BottleNeck 512 × 64 × 64
layer3 6x/23x BottleNeck 1024 × 32 × 32
layer4 3x BottleNeck 2048 × 16 × 16

layer3 out Conv2d 512 × 32 × 32
layer4 out Conv2d 512 × 32 × 32

Mask Encoder

conv1 Conv2d 16 × 256 × 256
bn1 BatchNorm2d 16 × 256 × 256
relu1 ReLU 16 × 256 × 256
maxpool MaxPool2d 16 × 128 × 128
layer1 BasicBlock 32 × 64 × 64
layer2 BasicBlock 64 × 32 × 32
layer3 BasicBlock 64 × 16 × 16

layer2 out Conv2d+BatchNorm2d 64 × 32 × 32
layer3 out Conv2d+BatchNorm2d 64 × 16 × 16

Decoder

rrb in 1 RRB 256 × 16 × 16
cab 1 CAB 256 × 16 × 16
rrb up 1 RRB 256 × 16 × 16
upsample1 Upsample 256 × 32 × 32
rrb in 2 RRB 256 × 32 × 32
cab 2 CAB 256 × 32 × 32
rrb up 2 RRB 256 × 32 × 32
upsample2 Upsample 256 × 64 × 64
rrb in 3 RRB 256 × 64 × 64
cab 3 CAB 256 × 64 × 64
rrb up 3 RRB 256 × 64 × 64
upsample3 Upsample 256 × 128 × 128
rrb in 4 RRB 256 × 128 × 128
cab 4 CAB 256 × 128 × 128
rrb up 4 RRB 256 × 128 × 128
conv out Conv2d 2 × 128 × 128
upsample4 Upsample 2 × 512 × 512



Dense Gaussian Processes for Few-Shot Segmentation 27

E.3 Final Mask Prediction Details

In 3.5 we transformed the output of the GP, restoring spatial structure, before feeding
it into the decoder. Here, we supply additional details. Let (·)· denote tensor indexing.
The mean representation that is fed to the decoder is found as

(zµ)h,w = (µQ|S)hW+w, zµ ∈ R
H×W×E . (10)

That is, the mean vector is unflattened. For the covariance, we encode the covariance
between each point and its neighbours in an N × N window. First, the covariance
output from the GP is unflattened,

ΣQ|S = Unflatten(ΣQ|S) ∈ R
H×W×H×W . (11)

For each spatial location (k, l), we find the posterior covariance to the neighbouring
location (k + i, l + j),

(zΣ)k,l,iN+j = (Σ̃Q|S)k,l,k+i,l+j , (12)

where (i, j) ∈ {−(N − 1)/2, . . . , (N − 1)/2}2 . (13)

That is, the channels of zΣ contains the covariance with respect to all neighboring
locations in an N ×N window.

F Qualitative Results

We provide qualitative results on PASCAL-5i and COCO-20i. First, we compare the
our final approach to a baseline on the COCO-20i benchmark. The baseline also relies
on dense GPs – but uses a linear kernel, does not utilize the predictive covariance
or learn the GP output space, and uses a single feature level (stride 32). Our final
approach instead adopts the SE kernel, adds the predictive covariance in a local 5 × 5
region, learns the output space, and employs dense GPs at two feature levels (stride
16 and stride 32). The results are shown in Fig. 4. Our final approach significantly
outperforms the baseline in these examples, making only minor mistakes.

In Fig. 5 we show qualitative results of our final approach on the PASCAL-5i

dataset. Our approach accurately segments the class of interested, even details such as
sheep legs. In Fig. 6, we show results on COCO-20i.
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Support Query Baseline Ours

Fig. 4. Qualitative comparison between our final model and baseline in the 1-shot
setting from the COCO-20i benchmark. Human faces have been pixelized in the visu-
alization, but the model makes predictions on the non-pixelized images.
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Support Set Query Ours

Fig. 5. Qualitative results on challenging episodes in the 1-shot setting from the
PASCAL-5i benchmark.
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Support Set Query Ours

Fig. 6. Qualitative results on challenging episodes in the 1-shot setting from the
COCO-20i benchmark. Human faces have been pixelized in the visualization, but the
model makes predictions on the non-pixelized images.
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