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In this supplementary material, we provide additional experimental results.
In section 1, we present results of additional ablation studies. In section 2, quali-
tative results on PASCAL Context dataset are presented. In section 3, qualitative
results on ADE20K dataset are provided.

1 Additional Ablation Study

Extension to Different Backbones. We implement experiments to assess
the effectiveness of the proposed IFA with different backbone networks on the
val set of Cityscapes [1] dataset. We use the FPN decoder (involving four levels
of features from the backbone) and different backbones as the encoder, including
ResNet [3], HRNet [9] and ResNeSt [11]. As shown in Table 1, IFA improves FPN
with ResNet-50 by 0.9% in mIoU, FPN with ResNet-101 by 0.8%, HRNet-W18
by 0.5% and FPN with ResNeSt-50 by 0.6%, indicating the extensive ability of
the proposed IFA.

Method Backbone mloU(%)
FPN ResNet-50 77.19
FPN (IFA) ResNet-50 78.02
FPN ResNet-101 78.70
FPN (IFA) ResNet-101 79.49
FPN HRNet-W18 77.60
FPN (IFA) HRNet-W18 78.10
FPN ResNeSt-50 78.20
FPN (IFA) ResNeSt-50 78.85

Table 1: Performance effect of IFA with different backbones on Cityscapes val
set.
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Pos. Enc mloU(%)
None 76.88
Coord 77.01
Sine 77.61
Cosine 77.56
Ours (fixed) 77.89
Ours (learned) 78.02

Table 2: Results for different formations of position encodings on Cityscapes val
set.
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Fig. 1: Effect of dimensions of position encoding.

Impact of Position Encoding. We further perform experiments to validate
the effectiveness of the position encoding inside our proposed Implicit Feature
Alignment function (IFA). As illustrated in Table 2, we experiment with vari-
ous formations. We first study adding relative coordinates directly, which brings
0.2% improvement (‘Coord’). We also encode the relative coordinates with ‘Sine’
or ‘Cosine’ function, which further improve the results. The learnable frequen-
cies achieves the best performance. The results also demonstrate that position
encodings can effectively obtain better results than directly using the spatial co-
ordinates. Moreover, we also investigate the relationship between the dimension
number of the position encoding and model’s performance. We test a total of six
variations: 12, 24, 36, 48, 60 and 72. As shown in Figure 1, though the influence
of dimension number is not significant, 24 yields the highest performance. Hence,
we choose 24 as the dimension number by default.

Impact of Evaluation Strategies. When comparing with other state-of-the-
art methods, we use multi-scale and flipping strategy like previous methods
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Fig. 2: Visualization results on PASCAL Context test set. From left to right:
input image, predictions made by the FPN baseline, predictions made by the
FPN with the proposed IFA and groundtruth map. Yellow squares denote the
challenging regions that can be resolved by our proposed IFA.

[12,10,2,6,5,4] to further improve the performance. In Table 3, we provide results
of IFA with the backbone ResNet-101 under left-right flipping and multi-scale
[0.5, 0.75, 1.0, 1.25, 1.5, 2.0] evaluation strategies, where MSFlip improves the
performance by 1.5% in mIoU.

Method | MS | Flip | mloU (%)
IFA 79.49
IFA v 80.61
IFA v 80.29
IFA v v 81.02

Table 3: Performance effect of IFA with different evaluation strategies on
Cityscapes val set. ‘MS’ denotes multi-scale inference and ‘Flip’ denotes left-
right flipping strategy.

2 Qualitative Results on PASCAL Context Dataset

In this section, we provide qualitative results on PASCAL Context [8] dataset.
As shown in Figure 2, we compare the segmentation results of our proposed IFA
with the baseline method FPN [7]. With the baseline method producing a coarse
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Fig. 3: Visualization results on ADE20K val set. From left to right: input im-
age, predictions made by the FPN baseline, predictions made by the FPN with
the proposed IFA and groundtruth map. Yellow squares denote the challenging
regions that can be resolved by our proposed IFA.

prediction of the target object, our proposed IFA is able to preserve more precise
appearance information of the target object.

3 Qualitative Results on ADE20K Dataset

We also present visualization results on ADE20K [13] dataset. As shown in
Figure 3, we compare the segmentation results of our proposed IFA with the
baseline method FPN [7]. The qualitative results indicate that our proposed IFA
is capable of resolving high-level category ambiguity issues, where mis-classified
regions produced by the baseline method are successfully resolved by IFA.
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