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Abstract. State-of-the-art video restoration methods integrate optical
flow estimation networks to utilize temporal information. However, these
networks typically consider only a pair of consecutive frames and hence
are not capable of capturing long-range temporal dependencies and fall
short of establishing correspondences across several timesteps. To alle-
viate these problems, we propose a novel Spatio-temporal Transformer
Network (STTN) which handles multiple frames at once and thereby
manages to mitigate the common nuisance of occlusions in optical flow
estimation. Our proposed STTN comprises a module that estimates op-
tical flow in both space and time and a resampling layer that selectively
warps target frames using the estimated flow. In our experiments, we
demonstrate the efficiency of the proposed network and show state-of-
the-art restoration results in video super-resolution and video deblurring.

Keywords: Spatio-temporal transformer network, Spatio-temporal flow,
Spatio-temporal sampler, Video super-resolution, Video deblurring

1 Introduction

Motion estimation via dense optical flow is a crucial component in video pro-
cessing including restoration tasks such as video super-resolution and video de-
blurring. While traditional approaches try to register consecutive frames within
a video sequence through energy minimization [1–3], more recent works [4–8]
have demonstrated that convolutional neural networks (CNNs) enable accurate,
fast and reliable optical flow estimation by end-to-end deep learning.

The success and applicability of CNNs in optical flow estimation has been
made possible through the availability of large amounts of data. State-of-the-art
approaches [4–6] are based on supervised learning and require labeled data with
ground truth optical flow. However, as such networks are trained on synthetic

†The scientific idea and a preliminary version of the code were developed at the MPI
prior to joining Amazon.



2 T.H. Kim, M.S.M. Sajjadi, M. Hirsch, and B. Schölkopf

datasets with known ground truth [9, 10], their generalization to real-world data
remains challenging due to the intrinsic differences between training and test
data and the limited variability of synthetic imagery [8].

To circumvent the need for labeled training data with ground truth optical
flow, recent work [7, 11, 12] has promoted unsupervised learning by introducing
resampling layers that are differentiable and allow end-to-end training. Such a
resampling layer would warp an image to a reference frame according to the es-
timated optical flow, such that the measured pixel-wise distance in image rather
than optical flow space can be used as a training objective.

In this paper, we build on these ideas and propose a task-specific end-to-
end unsupervised approach for Spatio-temporal Flow estimation which is dense
optical flow that selectively captures long-range temporal dependencies by al-
lowing for several consecutive frames as network input. To this end, we extend
the Spatial Transformer Network [13] to a Spatio-temporal Transformer Network

(STTN) which is able to establish dense pixel correspondences across space and
time. We show that reasoning over several consecutive frames and choosing one
of them per pixel location helps mitigate the commonly known problem of oc-
clusions in optical flow estimation. A further advantage of our approach is that
it can be trained in an unsupervised fashion and thus renders the availability of
large labeled data unnecessary. When used in conjunction with a video restora-
tion network tailored for a specific task, we obtain a substantial performance
gain with minimal computational overhead. We demonstrate the effectiveness of
our proposed STTN for the challenging tasks of video super-resolution and video
deblurring, and improve upon the state-of-the-art by a substantial margin. In
summary, we make the following contributions:

• We introduce a spatio-temporal flow estimation network which selectively
captures long-range temporal dependencies without a large computational
overhead and which alleviates the occlusion problem in conventional optical
flow estimation.

• We present a spatio-temporal sampler which enables spatio-temporal ma-
nipulation of the input data by using the estimated spatio-temporal flow.

• We show promising results on challenging video restoration tasks such as
video super-resolution and deblurring by simply placing the proposed net-
work on top of the state-of-the-art methods.

2 Related Work

2.1 Optical Flow Estimation

Many computer vision tasks such as tracking, 3D reconstruction, and video
restoration rely on accurate optical flow and as a result, flow estimation tech-
niques have been widely studied. Traditional optical flow estimation methods
are based on energy optimization, and minimize the proposed energy models
with various optical flow constraints. These generative models focus on study-
ing better prior models [14–17] and more accurate likelihood models [18–20],
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and these approaches perform well on the Middlebury optical flow dataset [21]
where motion displacements are relatively small. With the release of more chal-
lenging datasets beyond the experimental Middlebury dataset, such as the MPI
Sintel [22] and KITTI [23] datasets, more robust algorithms to handle large
displacements have been studied [24–27].

As it has recently become possible to generate large synthetic flow datasets [4],
deep learning based flow estimation approaches are being actively studied. In
particular, Dosovitskiy et al. [4] propose FlowNet, the first neural approach which
directly renders optical flow from two consecutive images. As FlowNet is fully
convolutional, it can be trained in an end-to-end manner and exhibits real-time
performance. In follow-up studies, Ilg et al. [5] extend FlowNet and improve flow
accuracy by passing flow through a stacked architecture which includes multiple
sub-networks specialized for both small and large displacements, and Ranjan et

al. [6] propose a faster network which can handle large displacements by embed-
ding the traditional coarse-to-fine approach into the flow estimation network.

However, as it is difficult to collect large amounts of labeled flow datasets for
real scenes, there are some works that train the flow estimation networks in an
unsupervised manner. Ren et al. [7] introduce an unsupervised learning method
for flow networks which minimizes the traditional energy function with a data
term based on photometric consistency coupled with a smoothness term. Meister
et al. [8] improve the flow accuracy by training the network with robust census
transform which is more reliable at occluded regions. As there is a considerable
difference between synthetic flow datasets and the real-world videos used in our
restoration tasks, these unsupervised learning methods which train flow networks
on datasets of real scenes are more closely related to our work than supervised
learning methods.

2.2 Video Restoration

Video Super-Resolution. Since spatial alignment is a key element for high-
quality video super-resolution, many conventional methods seek to find corre-
spondences among adjacent frames by optimizing energy models for the en-
hancement task [1, 3, 28]. Moreover, learning-based state-of-the-art video super-
resolution methods are also composed of an alignment mechanism and a super-
resolution network. After aligning several previous and future frames to the
current frame, all frames are fed into a super-resolution network which then
combines the information from several views. This method is often applied in
a sliding window over the video [29–33]. While older methods use classical ap-
proaches for the alignment [29], recent approaches employ neural networks for
this task as well. While Caballero et al. [30] warp frames using a dense optical
flow estimation network before feeding the result to a super-resolution network,
Makansi et al. [31] combine warping and mapping to high-resolution space into
a single step. Although using a larger number of previous and future frames
leads to higher-quality results, the computational overhead of aligning several
frames rises linearly with the number of inputs, limiting the amount of infor-
mation that can be combined into a single output frame. A recent approach by
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Sajjadi et al. [34] therefore uses a frame-recurrent architecture that reuses the
previous output frame for the next frame which leads to higher efficiency and
quality compared to sliding-window approaches. However, for higher efficiency,
only a single previous frame is fed into the network for the next iteration, leading
to suboptimal results in case of occlusions.

Video Deblurring. Early approaches to remove blur in video frames are based
on image deblurring techniques which remove uniform blurs caused by transla-
tional camera shake. Cai et al. [35] and Zhang et al. [36] study sparsity charac-
teristics of the latent sharp frames and the blur kernels to restore the uniformly
blurred images. For the next step, to remove non-uniform blurs caused by rota-
tional camera shake, several methods tackle the simultaneous registration and
restoration problems [37–40]. In contrast, Wulff and Black[41] propose a method
which jointly segments and restores the differently blurred foreground and back-
ground regions by object and ego motions, and Kim et al. [2, 42] propose methods
which remove spatially varying blurs without relying on accurate segmentation
results by parameterizing the blur kernel using optical flow [43].

As large motion blur datasets become available [42, 44–46], several deep learn-
ing approaches have been proposed to restore the video frames. First, Shuochen
et al. [45] propose a deep neural network taking a stack of neighboring blurry
frames as input. As these frames are aligned with the reference frame, the pro-
posed network can easily exploit multiple frames and reconstruct sharp images.
Recently, Wieschollek et al. [46] introduce a recurrent neural network which can
handle an arbitrary number of temporal inputs as well as arbitrary spatial input
sizes. Unlike all of the previous deblurring methods which require significant
time to restore a video frame, Kim et al. [47] propose a fast online video deblur-
ring method by efficiently increasing the receptive field of the network without
adding a computational overhead to handle large motion blurs. Moreover, by
training the network to enforce temporal smoothness, their method achieves
state-of-the-art results with near real-time performance.

3 Proposed Method

Spatial transformer networks (STN) proposed by Jaderberg et al. [13] that enable
generic warping of the feature maps are widely used in numerous vision applica-
tions. In particular for video restoration tasks, many deep learning approaches
are based on variants of STN to estimate optical flow between adjacent frames
and to align the target frames onto the reference frame [30–32, 34]. However,
the STN only allows spatial manipulation of the input data. To handle multiple
video frames at each time step, one needs to employ STN multiple times which
is a severe limitation when applied in real-time settings.

We therefore introduce a novel spatio-temporal transformer network (STTN)
which efficiently enables spatio-temporal warping of the input data and alleviates
the limitations of the conventional STN without a large computational overhead.
In Fig. 1, the overall structure of our proposed STTN which is composed of a
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Fig. 1. Our spatio-temporal transformer network is composed of a flow estimation net-
work which calculates spatio-temporal flow and a sampler which selectively transforms
the multiple target frames to the reference. An image processing network follows for
the video restoration task.

spatio-temporal flow estimation network and a spatio-temporal sampler is illus-
trated. In the following sections, we describe the details of each component.

3.1 Spatio-Temporal Flow Estimation Network

Traditional model-based approaches solve optical flow estimation and video
restoration problems jointly [1–3, 28], and recent learning-based approaches es-
timate the optical flow by using off-the-shelf methods [29, 45] or by employing
sub-networks to estimate flow [30, 31, 34].

However, all of these previous methods estimate optical flow between two
consecutive frames (reference and target frames), and thus it is required to cal-
culate flow N times to handle N target frames for each time step. Moreover, as
shown in Fig. 3, conventional flow estimation networks are unreliable where cor-
respondences are not well established (e.g., occlusion and illumination change).

To overcome these limitations, we propose a new spatio-temporal flow esti-
mation network which takes a sequence of multiple neighboring frames {Yt} ∈
R

H×W×C×T as input where H, W , C, and T denote the height, width, num-
ber of channels and number of input frames, and outputs a normalized three-
dimensional spatio-temporal flow (u,v, z) ∈ [−1, 1]H×W×3. Notably, the height
and width of the output flow can be different from those of input depending
on applications. Therefore, our spatio-temporal network can handle multiple
frames very efficiently at a single time step, and it becomes more robust to oc-
clusions and illumination changes since there are multiple matching candidates
from multiple target frames, unlike conventional works which consider only one
target frame.

The detailed configuration of the proposed U-net [48] like spatio-temporal
flow estimation network is shown in Fig. 2. All convolutional layers are performed
with 3x3 filters and are followed by batch normalization [49] and ReLu except
for the last convolutional layer which is followed by tanh to output a normalized
flow. As our flow estimation network is fully convolutional, it can be used to
handle frames of arbitrary (spatial) size at inference time once trained.
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Layer Filter size Stride Output shape

C0 ͵ × ͵ × � × � × ͸Ͷ 1 Τ� ଵ × Τ� ଵ ×64

C1 ͵ × ͵ × ͸Ͷ × ͸Ͷ 1 Τ� ଵ × Τ� ଵ ×64

C2 ͵ × ͵ × ͸Ͷ × ͸Ͷ 1 Τ� ଵ × Τ� ଵ ×64

C3 ͵ × ͵ × ͸Ͷ × ͳʹ8 2 Τ� ଶ × Τ� ଶ ×128

C4 ͵ × ͵ × ͳʹ8 × ͳʹ8 1 Τ� ଶ × Τ� ଶ ×128

C5 ͵ × ͵ × ͳʹ8 × ʹͷ͸ 2 Τ� 4 × Τ� 4 ×256

C6 ͵ × ͵ × ʹͷ͸ × ʹͷ͸ 1 Τ� 4 × Τ� 4 ×256

Upscaling nearest neighbor, 2x - Τ� ଶ × Τ� ଶ ×256

C7+C4 ͵ × ͵ × ʹͷ͸ × ͳʹ8 1 Τ� ଶ × Τ� ଶ ×128

C8 ͵ × ͵ × ͳʹ8 × ͳʹ8 1 Τ� ଶ × Τ� ଶ ×128

Upscaling nearest neighbor, 2x - Τ� ଵ × Τ� ଵ ×128

C9+C2 ͵ × ͵ × ͳʹ8 × ͸Ͷ 1 Τ� ଵ × Τ� ଵ ×64

C10 ͵ × ͵ × ͸Ͷ × ͸Ͷ 1 Τ� ଵ × Τ� ଵ ×64

C11 ͵ × ͵ × ͸Ͷ × ͵ 1 Τ� ଵ × Τ� ଵ ×3

C0

C1

C2

C9

C10

C11

C3

C4

C5

C6

C7

C8

Upscaling

Upscaling

Fig. 2. Our fully convolutional spatio-temporal flow estimation network takes multiple
frames as input (H ×W ×C × T ) and renders a spatio-temporal flow (H ×W × 3) as
output.

3.2 Differentiable Spatio-Temporal Sampler

To synthesize a new image aligned with the reference frame by selectively warp-
ing the multiple target frames using the spatio-temporal flow in Sec. 3.1, a new
sampler which performs sampling in three-dimensional spatio-temporal space
is required. In this paper, we propose a spatio-temporal sampler by naturally
extending the conventional spatial sampling module from two-dimensional to
three-dimensional space. Our spatio-temporal sampler interpolates intensity val-
ues from multiple target frames as:

Ỹ
t

(x,y) =

W
∑

n

H
∑

m

∑

i∈∆

Yt+i
(n,m) · δ(u(x,y),v(x,y), z(x,y)), (1)

where Ỹ(x,y) denotes the interpolated pixel value at location (x, y) and Yt+i
(n,m) is

the intensity value of Yt+i at a pixel location (n,m) with temporal shift i ∈ ∆.
For example, we can define a sliding window of the form ∆ = {−2, . . . , 3}.
The function δ defines an interpolation method using the spatio-temporal flow
(u,v, z). Any function δ whose sub-gradient is defined could be used for sampling
as introduced in [13]. Here, we employ trilinear interpolation for δ in our video
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(a) Reference frame. (b) Target frame, �� (c) Target frame, ��+1

(d) Warped frame from �� (e) Warped frame from ��+1 (f) Warped frame from �� and ��+1
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Fig. 3. Spatial transformer network vs. spatio-temporal transformer network. Conven-
tional spatial transformer networks require to be employed multiple times to extract
information separately as in (d) and (e), and they are unreliable in areas of occlusions.
In contrast, the proposed spatio-temporal transformer can exploit multiple frames at
the same time and find a single best match among multiple target frames.

restoration tasks. It is given by

Ỹ
t

(x,y) =

W
∑

n

H
∑

m

∑

i∈∆

Yt+i
(n,m) ·max(0, 1− |x+ u(x,y) − n|)

·max(0, 1− |y + v(x,y) −m|) ·max(0, 1− |z(x,y) − (t+ i)|).

(2)

Note that the unnormalized version of spatio-temporal flow (u,v, z) is used
in (2), that is, u(x,y) and v(x,y) denote the horizontal and vertical motion dis-
placements, and z(x,y) is mapped to a real value close to a target frame index
which is favored to be matched at (x, y).

Similarly to the bilinear spatial sampling procedure in [13], our trilinear sam-
pling mechanism in three-dimensional space is also differentiable. The gradient
with respect to our spatio-temporal flow is derived as follows:

∂Ỹ
t

(x,y)

∂z(x,y)
=

W
∑

n

H
∑

m

∑

i∈∆

Yt+i
(n,m) ·max(0, 1− |x+ u(x,y) − n|)

·max(0, 1− |y + v(x,y) −m|) ·











0, if |z(x,y) − (t+ i)| ≥ 1

1, if z(x,y) ≤ t+ i

−1, otherwise

(3)

Note that the gradients for
∂Ỹ

t

(x,y)

∂u(x,y)
and

∂Ỹ
t

(x,y)

∂v(x,y)
can be derived similarly. More

generally, our spatio-temporal transformer can take a set of feature maps U t as
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input rather than images Yt. The gradient with respect to U
t is then given as:

∂Ỹ
t

(x,y)

∂Ut
(n,m)

=

W
∑

n

H
∑

m

∑

i∈∆

max(0, 1− |x+ u(x,y) − n|)

·max(0, 1− |y + v(x,y) −m|) ·max(0, 1− |z(x,y) − (t+ i)|).

(4)

This means that the proposed spatio-temporal sampler allows the loss gradients
to backpropagate readily into the input frames or feature maps.

3.3 Spatio-Temporal Transformer Network

Our spatio-tempral flow estimation network which handles multiple different
frames at the same time can replace multiple usages of optical flow estimation
modules in conventional approaches [30, 31, 45] with much less computational
effort. Moreover, our spatio-temporal sampling mechanism can also be also pro-
cessed very efficiently with modern GPUs. Additionally, as the proposed network
can find a better corresponding point from several frames in spatio-temporal
space rather than the conventional STN approach which estimates the matching
point in a single target frame. This leads to a network which is much more robust
against outliers as a result of occlusion or illumination changes.

Our spatio-temporal transformer network directly extends the spatial trans-
former network [13] into three-dimensional space. Because of this, many char-
acteristics of the previous spatial transformer network can be generalized in the
proposed network. First, our spatio-temporal transformer network can be easily
trained in an end-to-end manner as loss gradients can flow backwards through
both the sampler and the flow estimation network, and it can be placed in any
location of the conventional networks to selectively transform or merge multiple
feature maps efficiently. As a result, the proposed module can be used in nu-
merous applications apart from our video restoration tasks. Second, unlike the
spatial transformer which enables to upscale and downscale the feature maps
only in the two-dimensional spatial domain, our spatio-temporal transformer
allows to change shapes not only in the spatial domain but also in temporal
space. Next, as suggested in [13], our network can also be added multiple times
at increasing depths of a network or in parallel to handle multiple objects at
different time steps while the spatial transformer network can handle multiple
objects only at a single time step.

Unsupervised Spatio-Temporal Flow Learning. Recent learning-based op-
tical flow estimation methods are trained on large synthetic datasets such as
Flyinging Chairs [4] and the MPI Sintel dataset [22]. However, to the best of
our knowledge, there is no available dataset which can be used to train our
spatio-temporal flow estimation network directly, and it is not straightforward
to utilize optical flow datasets to train the proposed network. Therefore, we train
our network in an unsupervised manner. Particularly, for our video restoration
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Fig. 4. Image reconstruction performance is evaluated on super-resolution and deblur-
ring datasets for a varying number of frames. (a) Video restoration network with STTN.
(b) Reconstruction loss on video super-resolution dataset. (c) Reconstruction loss on
video deblurring dataset.

applications, we propose a loss to train our flow estimation network by constrain-
ing the synthesized image from our spatio-temporal sampler as:

Lflow = ‖Ỹ
t
−Xt‖2, (5)

where Xt denotes the ground truth frame corresponding to the reference frame
at time step t.

4 Experiments

In this section, we demonstrate the power and versatility of our STTN and
show how state-of-the-art image and video restoration networks can be further
improved with the simple addition of the proposed spatio-temporal transformer.

4.1 Ablation Study

To evaluate the warping performance of the spatio-temporal transformer net-
work, we trained the approach using video datasets with various settings of the
hyperparameters (e.g., the number of target frames). As shown in Fig. 4 (a), we
use a video restoration network with STTN, and the image processing module
which is composed of convolutional layers and residual blocks as used in [34, 44,
50]. The network is trained by jointly minimizing Lflow in (5) and MSE between
the latent and ground truth images, and we compare the warped (synthesized)
and ground truth frames.

First, we train the network using a super-resolution dataset. Since no stan-
dard high-resolution video super-resolution dataset is available, we have collected
a set of high-quality youtube videos and extracted 120k UHD frames to train
the networks. As a next step, we have generated low-resolution video frames by
downscaling the clean video frames by a factor of 4 and subsequently quantiz-
ing them before we upscale the low-resolution frames to the original image size
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(a) ��−1 (b) �� (reference) (c) ��+1 (d) ࢄ� (ground truth)

(h) ෩�� (warped image)(g) Map �(e) Magnitude map ࢛ (f) Magnitude map ࢜
Fig. 5. (a)-(c) Input frames. (d) Ground truth frame. (e-f) Magnitude of motion dis-
placements. (g) Yt−1 is favored whenever 0 ≤ z < 0.33, and Yt is favored whenever
0.33 ≤ z < 0.66. Otherwise, Yt+1 is chosen. (h) Transformed image by our sampler.

again. We evaluate eight networks trained with different settings: Four of them
take two to five input frames and then perform sampling with the estimated
flow and target frames. The other four networks also take two to five frames as
network input, but run the sampler with the reference frame as well as target
frames, that is, the reference frame is also considered as a target frame. Similarly,
we also compare different networks trained on video deblurring datasets [45]. In

Fig. 4 (b)–(c), the quality of the warped frame Ỹ
t
is evaluated in terms of re-

construction error (i.e., Lflow). Overall, the networks tend to give better results
with more inputs, though the gain in performance slowly saturates as we add
more frames. Moreover, we observe that the reconstruction error is significantly
reduced by considering the reference frame as a target, since it can then render
the reference frame itself where correspondences are not available. Therefore,
we consider the reference frame as a target in our network for subsequent ex-
periments. In Fig. 5 (e)–(h), our flow maps and the transformed images are
visualized. As expected, the occluded background regions by the moving hula
hoop ring, indicated by colored arrows, are mainly mapped by the reference
frame itself.

4.2 Video Super-resolution

We further integrate our network into state-of-the-art super-resolution networks
and provide comparisons to demonstrate the performance of our network.

Comparison with VDSR [51]. Kim et al. proposed VDSR in Fig. 6 (a) which
raised the bar for single image super-resolution [51]. We show how VDSR can



Spatio-Temporal Transformer Network for Video Restoration 11

VDSR

��
෩ࢄ�

(a) VDSR

VDSR

��
෩ࢄ�

(d) STTN2+VDSR

ሺ��−ଶ, ��−1, ��ሻ
STTN STTN

ሺ��+1, �� , ��+ଶሻ
VDSR

��
෩ࢄ�

(b) STN2+VDSR

ሺ��−1, ��ሻ
STN STN

ሺ��+1, ��ሻ
VDSR

��
෩ࢄ�

(c) STTN+VDSR

ሺ��−1, �� , ��+1ሻ
STTN

PSNR (dB)

VDSR 28.63

STN2+VDSR 28.85
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(e) Quantitative results.

(f) Qualitative comparisons. Left to right: Low resolution input (bicubic, x4), VDSR, STN2+VDSR, STTN+VDSR, STTN2+VDSR

Fig. 6. Comparisons with VDSR [51].
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(a) FRVSR (c) Quantitative results.
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(d) Left to right: Two consecutive low resolution frames (bicubic, x4), results by FRVSR, results by STTN+FRVSR

��

Fig. 7. Comparisons with FRVSR [34]. In (b), Ŷ
t

denotes the bilinearly upscaled (x4)
version of the reference frame Yt.

be naturally improved and extended to handle multiple video frames using our
spatio-temporal transformer network.

In our experiments, STN2+VDSR in Fig. 6 (b) refers to the conventional
model which integrates two spatial transformer networks to calculate bi-directional
optical flow as in [30, 31]. Our STTN+VDSR in Fig. 6 (c) has one spatio-
temporal transformer, and similarly to STN2+VDSR, two spatio-temporal trans-
former networks are placed in our STTN2+VDSR model in Fig. 6 (d). Note that
for fair comparisons, we modify our spatio-temporal flow estimation network in
Fig. 2 to calculate optical flow (output shape: H × W × 3 → H × W × 2 ),
and use the flow in STN2+VDSR. All these networks are trained on the video
super-resolution dataset used in Sec. 4.1 using the ADAM optimizer (learning
rate 10−4). We used 256x256 patches with a minibatch size of 8, and the net-
works are trained for 300k iterations. Moreover, STN2+VDSR, STTN+VDSR
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and STTN2+VDSR were trained by minimizing the loss

Loss = ‖X̃
t
−Xt‖2 + Lflow, (6)

and quantitative comparisons are given in Fig. 6 (e). Notably, STTN+VDSR
and STTN2+VDSR outperform VDSR, and STTN+VDSR shows competitive
results compared to STN2+VDSR while using half as much computation in
flow estimation. Qualitative results in Fig. 6 (f) show that the proposed models
restore thin edges better, consistent with the quantitative results.

Comparison with FRVSR [34]. To improve the performance of previous video
super-resolution networks which do not utilize previously computed results, Saj-
jadi et al. [34] propose FRVSR which is based on a recurrent architecture, out-
performing previous state-of-the-art methods. However, FRVSR only utilizes a
single previously restored frame as shown in Fig. 7 (a) as utilizing several frames
would be computationally expensive. To handle multiple frames efficiently, we
integrate our spatio-temporal transformer into FRVSR as shown in Fig. 7 (b).
We refer to the resulting model as STTN+FRVSR.

Using the dataset used in Sec. 4.1, FRVSR and STTN+FRVSR are trained
for 500k iterations following the training procedure suggested by [34]. To train
our STTN+FRVSR, we use the loss

Loss =
∑

t

‖X̃
t
−Xt‖2 + Lflow. (7)

In Fig. 7 (c), the networks are quantitatively evaluated in terms of PSNR, and
the proposed network achieves better results compared to FRVSR with fewer pa-
rameters. Moreover, in Fig. 7 (d), visual comparisons are provided when there is
a shot change between two consecutive frames. While FRVSR produces artifacts
by propagating wrong details from the previous frame after the shot change, our
STTN+FRVSR renders better result since STTN+FRVSR can use the reference
frame itself for synthesizing Ỹ

t
.

4.3 Video Deblurring

To further show the versatility of STTN, we also embed our network into stat-
of-the-art video deblurring networks and provide comparison results.

Comparison with DVD [45]. The deep video deblurring (DVD) network
proposed by Shuochen et al. [45] removes spatially varying motion blurs in video
frames. More specifically, as shown in Fig. 8 (a), DVD takes a stack of five
adjacent frames as network input (one reference and four target frames) and
then aligns the target frames with the reference frame using an off-the-shelf
optical flow method [52]. It thus requires optical flow calculations four times at
each time step, slowing down the method. To reduce the computation time in
flow calculation and to further improve the deblurring performance, we propose
two different models on top of DVD.
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STTN
PSNR (dB) Speed (FPS)

DVD 31.02 0.04

STTN+DVD 31.45 1.99

RSTTN+DVD 31.61 1.99

(d) Quantitative comparisons.
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(e) Qualitative comparison results. Left to right: Blurry input, DVD, STTN+DVD, RSTTN + DVD

Fig. 8. Comparisons with DVD [45]. A function W in (a) warps the target frame to
the reference frame.

OVD
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(a) OVD (b) STTN+OVD

PSNR (dB) Speed (FPS)

OVD 32.28 8.4

STTN+OVD 32.53 6.85

(c) Quantitative comparisons.

(d) Qualitative comparison results. Left to right: Blurry input, OVD, STTN+OVD

Fig. 9. Comparisons with OVD [47].

First, our STTN+DVD model in Fig. 8 (b) calculates spatio-temporal flow
and synthesizes a selectively transformed image from five consecutive frames.
Next, the DVD network takes both the synthesized image and the reference
frame as input. Our RSTTN+DVD model in Fig. 8 (c) also takes five frames
at each time step, but two of them are previously restored sharp frames (X̃t−2,
X̃t−1). RSTTN+DVD is thus a kind of recurrent network, but does not require
additional resources when compared to STTN+DVD. As it is difficult to estimate
flow using off-the-shelf flow estimation methods in a recurrent model, it is not
straightforward to find a natural extension of DVD to the recurrent architecture.
For training, we use the dataset from [45] and the same optimizer (ADAM) using
a constant learning rate (10−4). The networks are trained with cropped patches
(128x128) as suggested in [45], where the size of the minibatch is 8. For 700k
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iterations, STTN+DVD minimizes the loss in (6), and RSTTN+DVD optimizes
the loss in (7) for five recurrent steps. As shown by the quantitative comparison
results given in Fig. 8 (d), the proposed STTN+DVD and RSTTN+DVD were
able to restore two HD (1280x720) frames per second (i.e., 50 times faster than
DVD), while improving deblurring quality in terms of PSNR by large margins.
In Fig. 8 (e), we show that the proposed model removes spatially varying motion
blur, and our RSTTN+DVD renders a significantly better deblurring result than
the baseline model.

Comparison with OVD [47]. The online video deblurring (OVD) network
runs in near real-time while giving state-of-the-art deblurring results. As illus-
trated in Fig. 9 (a), OVD is specialized for handling video frames in a recurrent
manner. Nevertheless, our STTN+OVD, with a spatio-temporal transformer
placed on top of OVD as shown in 9 (b), was able to further improve the de-
blurring quality. Note that since adding future frames plays a key role in OVD,
our STTN+OVD model also takes a future frame Yt+1 as input of OVD.

For a fair comparison of these two networks, both OVD and our STTN+OVD
networks are trained under the same conditions. We use 128x128 patches ex-
tracted from the video deblurring dataset [45] and use the ADAM optimizer
with learning rate 10−4. As these two networks are based on recurrent archi-
tectures, the gradient values are clipped to have magnitudes smaller than one
to avoid the “exploding gradients” problem. We use a minibatch size of 8 and
the networks are trained for five recurrent steps by minimizing the loss in (7)
for 500k iterations. In Fig. 9 (c), quantitative comparison results are given. Our
STTN+OVD model outperforms the original OVD, and the performance gap is
around 0.25dB without the large computational overhead. We compare visual
results in Fig. 9 (d), showing that STTN+DVD removes spatially varying blur
at the occluded region of the moving bicycle significantly better than OVD, the
current state-of-the-art.

5 Conclusions

We have proposed a novel spatio-temporal transformer network (STTN) which
generalizes the spatial transformer network [13] while at the same time allevi-
ating some of its limitations. Our STTN is composed of a spatio-temporal flow
estimation module which calculates spatio-temporal flow in three dimensions
from multiple image frames (or feature maps), and a spatio-temporal sampler
which interpolates multiple inputs in spatio-temporal space. This way, the pro-
posed model efficiently mitigates the problems of conventional flow estimation
networks which suffer from unmatched regions, by exploiting multiple inputs at
the same time rather than using a single target input. The superiority of the
proposed model is demonstrated in a number of video restoration tasks, and we
achieve state-of-the-art performance by simply adding the proposed module on
top of conventional networks.
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