1e con
LNCS version of the paper as available on SpringerLink: https springer.com/conference/eccy

Semantically Aware Urban 3D Reconstruction
with Plane-Based Regularization

Thomas Holzmann, Michael Maurer, Friedrich Fraundorfer, Horst Bischof

Institute of Computer Graphics and Vision, Graz University of Technology
{lastname}@icg.tugraz.at

Abstract. We propose a method for urban 3D reconstruction, which in-
corporates semantic information and plane priors within the reconstruc-
tion process in order to generate visually appealing 3D models. We in-
troduce a plane detection algorithm using 3D lines, which detects a more
complete and less spurious plane set compared to point-based methods
in urban environments. Further, the proposed normalized visibility-based
energy formulation eases the combination of several energy terms within
a tetrahedra occupancy labeling algorithm and, hence, is well suited for
combining it with class specific smoothness terms. As a result, we pro-
duce visually appealing and detailed building models (i.e., straight edges
and planar surfaces) and a smooth reconstruction of the surroundings.

1 Introduction

Nowadays 3D reconstruction software is available, with which it is possible to
easily create accurate 3D models from image data (commercial products as well
as research community-based approaches). However, for certain applications like
visualization of urban environments for construction industry, real estate compa-
nies and mapping services like Google Maps, a compact and visually appealing
reconstruction consisting of planar surfaces and straight outlines is desired. Such
a reconstruction should contain little noise and not necessarily all details from ev-
ery scene part. We define the following criteria for a visually appealing urban 3D
model, which are usually not tackled by current 3D reconstruction approaches:

— Planar shape prior: When planar and nearly planar surfaces exist in the scene
(e.g., facades, roofs), they should also be reconstructed as planar surfaces.

— Straight building outlines: Edges of buildings should be straight and repre-
sented by a straight line (i.e., no noisy edges).

— Detailed buildings and smoothed surroundings: As for several applications
(e.g., real estate companies) detailed building reconstructions are required,
details should be kept while regularizing with a plane prior. Simultaneously,
the surrounding of buildings does not necessarily be reconstructed with high
details but with a smoothed, visually appealing surface.

These criteria do not only define a visually appealing reconstruction, but make
it also easier to reduce the amount of data in a post-processing step (i.e., points
lying on a planar surface can be diminished without changing the surface).
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Fig. 1. Results of the proposed approach textured with [83]. One can observe that planar
parts in the scene (facades, windows, roof) are represented by planar surfaces and
building edges where two facades intersect each other are represented by straight lines.
Note that holes in the model are due to missing visibility information during texturing.

To apply these criteria, we use semantic priors in the reconstruction process
to treat building and surrounding scene parts differently. For building parts, we
incorporate plane priors in order to achieve planar surfaces and straight outlines
while still keeping important details. For non-building parts, we impose a smooth
surface by reestimating a smoother 3D representation of the scene, setting class
specific sparsification parameters and smoothness terms. We partition the scene
into volumetric cells using a Delaunay triangulation and perform Graph Cut-
based inside/outside labeling. As a result, we compute a watertight polygonal
mesh resulting from the interface of inside and outside labeled cells of the trian-
gulation. In order to reduce the amount of data needed, mesh simplification can
be applied in a post-processing step without loosing accuracy.

Our main contributions are threefold: First, a plane detection algorithm us-
ing 3D lines for detecting planes. Compared to point-based RANSAC methods
like [29] we are able to detect more planes especially in urban environments
which often contain poorly textured and, hence, sparsely reconstructed scene
parts (e.g., white building facades). Second, we introduce an improved visibility-
based energy term. In order to intuitively combine visibility-based terms with
additional energy terms, a normalized energy is necessary. Currently used for-
mulations (e.g., proposed by Labatut et al. [16]) lack in the possibility of nor-
malizing the resulting energy. Third, we incorporate semantic priors into the
reconstruction process. Depending on the semantic classes, we process the 3D
data differently and set class-specific shape priors in order to get planar surfaces
and straight edges for buildings and a smooth reconstruction for the surrounding.
Fig. 1 visualizes textured results of our approach.

2 Related Work

In the past years, several works were presented focusing on creating visually
appealing results for urban 3D reconstruction. Generally, most of them follow
the idea that urban scenes can be largely approximated by geometric primitives
and, hence, detected primitives are used to approximate the scene or to denoise
and smooth the 3D reconstruction. Others use semantic information in order to
simultaneously optimize the reconstruction and the semantic labeling.
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Primitive Fitting. Several approaches try to fit primitives and then create a
3D scene reconstruction by directly using the fitted primitives (e.g, [35,24,21,
20]) or incorporating them into an optimization framework (e.g., [11,25,17,18])
in order to create compact and visually appealing 3D models. Often, a RANSAC-
based primitive detection approach (e.g., as described by Schnabel et al. [29]) is
used, but there exist also other methods, especially for plane detection (e.g.,[4]).
However, all these methods use point clouds for fitting primitives and, hence,
the extracted primitive set is likely to be incomplete if primitives are represented
with too few points (frequently happens at poorly textured facades reconstructed
with image-based methods). Hence, we are using a different scene information
(3D lines) which is more likely to be present at poorly textured urban scenes.

Reconstruction Using a Scene Hypothesis. Different works focus on recon-
structing scenes with a very specific scene prior and, hence, work well for these
specific scenes but do not generalize to others. Li et al. [20] use detected planes
to create a set of axis-aligned boxes that approximate the geometry of a building.
Following the idea of slicing of the scene (as proposed for indoor scenes in [34,
26]), Holzmann et al. [10] presented an approach to create visually appealing
building models. Even though these approaches produce well regularized models,
they are restricted to a specific scene arrangement (Manhattan world assump-
tion or scene dividable into slices). Assuming a mainly planar scene, Monszpart
et al. [24] aim to extract a regular arrangement of planes. Nan and Wonka [25]
proposed an approach where they fit planes and intersect all the detected planes
with each other to generate a possible set of faces for the final reconstruction.
The final surface is generated by solving an optimization problem using all these
face candidates. Even though these methods are not constrained to a Manhat-
tan world assumption, they are designed for scenes containing mainly planar
surfaces. In contrast, our approach has a special regularization prior for planar
surfaces but can handle arbitrary scene structure.

Shape Priors Incorporated in Global Optimization. In the works of La-
batut et al. [17] and Lafarge et al. [18,19] primitives are incorporated within a
tetrahedral representation of the scene and can be selected within the Graph Cut
optimization. Following their idea, [11] added an improved plane augmentation
which does not require a dense oversampling of the scene and added additional
regularization terms. All these methods can reconstruct arbitrary scenes and
regularize scene parts depending on detected shapes. However, wrongly regu-
larized scene parts may result in artifacts, which we tackle by using semantic
information and regularizing differently depending on semantic label.

Semantic Reconstruction Recently, several methods incorporated semantic
information in the 3D reconstruction process [7,1,32]: They incorporate seman-
tic information into an optimization framework to solve a multi-label 3D re-
construction problem using a voxel grid or tetrahedral representation. By using
class-specific shape priors, they simultaneously optimize the 3D reconstruction
and the semantic labeling. Compared to them, we do not simultaneously opti-
mize semantics and the 3D reconstruction but use the semantic information in
order to create visually appealing 3D models following our defined criteria.
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3 Urban 3D Reconstruction with Semantic Priors

In this section, we give an overview of our processing pipeline and subsequently
describe each part in detail. As a result, we deliver beautiful, visually appealing
3D models from urban scenes where buildings have planar surfaces and straight
edges while still containing relevant details embedded in a smoothed surrounding.
Taking images from a scene as input, we first compute the camera poses
using Structure-from-Motion, a dense point cloud using a Multi-View Stereo
algorithm and a line-based 3D reconstruction. As further preprocessing steps,
we compute dense depth maps for every camera and semantically label every
image. In order to generate a very smooth reconstruction of the surrounding and
a detailed but prior-based smoothing of the buildings, we semantically label all
3D information and incorporate the building and non-building classes differently
into a Delaunay triangulation-based reconstruction framework. For buildings, we
use all the available 3D information (i.e., 3D lines and points). We detect planes
in the scene by using the reconstructed 3D lines from buildings and enforce the
triangulation to include all planes. For non-building parts, we compute a smooth
Poisson surface reconstruction and use a sampled representation of this surface.
Our final 3D reconstruction results from a 3D Delaunay triangulation, where
every cell is labeled inside or outside by solving an energy minimization problem
using Graph Cuts including energy terms depending on the semantic label.

3.1 Semantic Segmentation

The goal of the semantic segmentation is to get the 3D reconstruction semanti-
cally enhanced to be able to perform automated decisions throughout our pro-
cessing pipeline. To achieve this goal we follow the work of [23] to perform
pixel-wise semantical segmentation of the input images. To transfer the labels
from 2D to 3D, each 3D point is back projected according to its visibility to 2D
and a final majority voting determines the label of the 3D point.

For the semantic segmentation of the input images we use a Fully Convolu-
tional Neural Network (FCN) [22] to get pixel-wise segmentations. The network
presented in [22] is adjusted to represent the number of output classes required
for our task. We define five output classes, namely: street/pavement, building,
vegetation, sky and clutter. As our intermediate aim is to semantically enhance
the 3D reconstruction we need a pixel accurate segmentation of the input images
where the segmentation boundaries are aligned with the objects present. Thus,
the receptive field of the FCN of 32 px and the final up sampling by a factor of
eight are too coarse to achieve this goal. We extend the 2D segmentation net-
work by adding a Conditional Random Field represented as Recurrent Neural
Network (CRFasRNN) as presented in [36]. The Conditional Random Field ex-
ploits the probabilities of the FCN and refines them by taking binary constraints
into account. This enforces label changes being aligned with edges.

Having the pixel-wise semantic segmentation of the input images, we propa-
gate this information to 3D: Assuming 3D points with visibility information, we
back project every point into every image in which it is visible in and compute
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a point label by majority voting. For getting labels of the 3D lines, we sample
every line with points and compute a label for every point as explained above.
The most frequent label within the sampled points defines the line label.

3.2 Plane Detection Using Lines

A very common approach to detect planes in 3D is to use a RANSAC-based
algorithm with a point cloud as input (e.g., [29]). However, especially in urban
environments where scene parts like facades might be poorly textured, these
approaches fail due to missing reconstructed 3D points. In comparison, 3D lines
are more likely to be detected at building facades, as some high-gradient elements
like windows or building outlines usually exist. Hence, we are using this 3D line
information to improve plane detection in urban environments. As our goal is
to reconstruct a well smoothed surrounding of the building, we just use lines
labeled as building and ignore all the others.

Assuming to have a 3D reconstruction consisting of line segments, we first
detect line triples which already describe a plane hypothesis. Then we cluster
the triples which are coplanar and in vicinity. Finally, we detect all inlier lines
from the plane hypothesis.

Line Triple Detection. As we explicitly want to model man-made scenes fre-
quently having rectangular outlines, we search for perpendicular coplanar line
pairs which can be used to describe a plane. Additionally, we only accept line
pairs which have a small distance between each other. For the coplanarity and
perpendicularity tests we accept errors up to Qerror = 5 deg, and the normal
distance from start/end point of the line segment to the computed plane hypoth-
esis must not be bigger than d;,j;e = 0.15 m. The distance between start/end
point of the two line segments must not be bigger than 1.5 m and we ignore line
segments shorter than 0.8 m. In order to perform an early removal of spurious
planes, we search for a third supporting line which has to be coplanar with the
line pair and with small distance to the pair. We just accept the line pair if a
third line exists. Note that line segments can also be part of several line triples,
which is beneficial for lines which are exactly, e.g., at corners of a house.

Line Triple Clustering. After having estimated plane hypotheses by detecting
line triples, several hypotheses can be nearly identical. Therefore, we cluster line
triples which represent the same planar surface. We cluster line triples by first
checking if the triples are nearly coplanar (i.e., normals of plane hypotheses with
enclosing angle smaller a0, normal distance from line triple (i.e., start/end
point of its segments) to the current plane hypothesis lower than d;,jier). From
these coplanar line triples, we greedily add all line triples to a cluster which
have a maximum distance of the line projections on the plane of 12 m to the
previous line triple. After having clustered the triples, the lines are sampled and
the sampled points are used to reestimate the plane using SVD.

Inlier Detection and Outline Estimation. Finally, we detect all inlier (i.e.,
lines segments being nearly coplanar in terms of angle cer.or and distance diper)
which have a distance of the line projections on the plane smaller than 1.2 m.
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We estimate an outline of the plane by computing a bounding box around all
inlier segments and reestimate the plane parameters with all inliers using SVD.
Plane Filtering and Plane-Based Denoising. Having estimated the planes,
we filter out plane segments which are included in another plane hypothesis (i.e,
having the same plane parameters and the outline is included). Additionally, we
filter out planes which don’t have sufficient supporting 3D data (i.e., points and
sampled line segments, see Sec. 3.3) within d;,ie normal distance. These planes
are usually erroneous detections due to a specific line segment arrangement.
Finally, the input data is denoised: We move all points and line segments which
are in d;, ;e normal distance to a plane onto the plane by normal projection.

3.3 Input Data Subdivision and Processing

Depending on the semantic label, we subdivide the scene into two parts which
will be processed differently: For the building part we keep all available 3D
information. For the non-building part we sparsify the input data, compute a
Poisson surface and use the sampled Poisson surface which results in a smoother,
visually appealing reconstruction (e.g., less spurious peaks at vegetation). In the
final optimization the subdivided parts are combined again in order to create a
reconstruction of the whole scene.

As we want to have a point cloud representation of the building part which
covers all important details, we add all input points and additionally add points
from sampled building line segments to the scene (line sampling distance 0.05 m).
Adding the sampled line points especially helps at poorly textured scene parts
where few reconstructed points are available.

In contrast to the building part, we want a very smooth representation of the
surroundings of the building. Hence, we first sparsify these classes: For the clut-
ter class we just keep every fifth point, for street/pavement and vegetation we
keep every third point. Then, we compute a Poisson surface [14] using these se-
lected points. For the subsequent reconstruction steps, we don’t use the original
street / pavement, vegetation and clutter points but a sampled point representa-
tion of the computed Poisson surface. This results in a much smoother surface
of this part of the scene in the final reconstruction.

3.4 3D Reconstruction using Tetrahedral Occupancy Labeling

In this section, we describe the final reconstruction process. We explain the
tetrahedra subdivision using the detected planes and the visibility prediction
using depth maps, we propose a normalized visibility-based energy term and
define class-dependent energy terms. As our approach is using a tetrahedral
representation of the whole scene, we compute a Delaunay Triangulation of all
the scene points (i.e., all available points of building parts and the sampled
Poisson surface for the surroundings). Then, we subdivide the tetrahedra using
the detected planes and solve an energy minimization problem by minimizing
the following energy using Graph Cuts [2]:

mini@mize EViS (E) + ECIass (E) ) (1)
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where Evis(¢) is the visibility-based energy and Ecass(¢) are class-specific energy
terms, which will be explained in more detail in this section. Finally, we get an
inside/outside labeling for every cell from which a surface mesh can be extracted.

Tetrahedra subdivision. Even though many points lying on the detected
planes are included in the triangulation, it is not guaranteed that the whole
planar surfaces are included as faces. Hence, following the method described
in [11], we compute intersections of planes and tetrahedra and add the resulting
facets and vertices to the triangulation. After this subdivision step, the trian-
gulation is not necessarily Delaunay any more but contains all detected planar
surfaces which consequently can be selected by the final optimization.

Visibility Prediction Using Depth Maps. To compute visibility-based en-
ergy terms, the knowledge of the visibility information of every 3D point (i.e.,
camera-point correspondences) is necessary. Hence, most of the methods follow-
ing visibility-based cost computations similar to Labatut et al. [16] assume that
the visibility information is known. However, when tetrahedra are subdivided,
new points without visibility information are created. Additionally, input 3D
information without visibility information cannot be used. Hence, we propose to
compute this information for all 3D points using depth maps.

Assuming to have dense depth maps for every camera, we project every 3D
point into all cameras. If the point is within the image boundaries and in front of
the camera, we compare the actual distance of the point to the camera with the
depth value in the depth map (using nearest neighbor). If the depth difference
is small enough (i.e., smaller than 0.03 m), we assume that the current point is
actually visible in this camera and store this camera-point correspondence.

Improved Visibility-Based Energy. Visibility-based energy terms as pro-
posed by Labatut et al. [16] tend to be very hard to normalize, as the magnitude
of the energy depends on the density of the point cloud, the number of cam-
eras the current tetrahedron is visible in and the visibility information of the
surrounding. Hence, combining it with other energy terms tends to be hard.
Therefore, we propose an improved energy formulation, which is slightly bet-
ter in terms of accuracy and, more importantly, has a normalized magnitude with
which a more intuitive combination with additional energy terms is possible.
Inspired by [16] and [12], the energy terms are based on ray casting from every
vertex to every camera the vertex is visible in. Unary costs are assigned to cells
intersected by a ray adjacent to the visible vertex (i.e., before and behind the
vertex) and pairwise costs are assigned to facets intersected by rays (see Fig. 2).
Opposing to [16], we do not only assign pairwise terms in one direction but in
both, and we additionally add unary costs in front of a visible vertex. This has
shown to significantly improve the result when using normalization afterwards.
In order to generate normalized cost terms, our general idea is the following:
The visibility-based energies should change significantly when the terms are still
low and additional information is added, but the influence of additional visibility
information when already sufficient information is available should be decreased.
Hence, it should have a significant effect if a point is visible by 1 or 5 cameras,
but the effect should be reduced if the visibility is changed from 21 to 25 cameras.
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Fig. 2. Visibility-based energy computation. We use ray casting to compute the visibility
terms: The cell where the camera is located in (c1) is labeled as outside by adding
infinite weights. Then, every facet (green) which is intersected by the line of sight (red)
gets pairwise costs assigned in both directions. Finally, the cell in front of the visible
vertex (c4) is labeled as outside by adding finite weights and the cell behind the vertex
(c5) is labeled as inside by adding finite weights.

The normalized unary terms for cells directly in front of and behind visible
vertices are defined as follows:

Eunary(t) - (1 —e ;%:i%‘/; )llmltu, (2)

where ¢ defines the current tetrahedron, #rays define the number of rays inter-

secting the tetrahedron and limit,, is the energy limit approached asymptotically.
Additionally, cells including a camera and infinite cells are labeled as outside.
The normalized pairwise terms for every facet are defined as follows:

#rays

Epairwise(f) = (1 — e~ it )limit,, (3)

where f defines the current facet, #rays define the facet’s number of ray inter-
sections and limit, defines the energy limit. The limits of the unary and pairwise
energies need to be set so that additional energy information is not ignored too
early. Additionally, the pairwise terms need to be allowed to become stronger,
as otherwise at large facets at holes or below roofs the unary term might spuri-
ously dominate and, hence, artifacts might arise. We found out empirically that
a setting for limit, = 8 and limit, = 24 is a good choice for most scenes.

These improved visibility-based energy terms are non-negative and submod-
ular. The output is a normalized energy having maximum unary and pairwise
terms, which is crucial for combining it with additional energy terms and, hence,
makes it possible to easier find scene-independent parameter settings.
Class-Dependent Energy Terms. Depending on the semantic class facets
and cells in the triangulation are assigned to, additional energy terms are added.
First, we compute the class dependence for every facet and cell by computing
a majority vote using all their corresponding vertices. Then, scene parts get
assigned different energy terms depending on their semantic labels.

The energy terms assigned to building parts favor Manhattan-like structures
but simultaneously aim to keep important details and are defined in [11]: They
consist of a Manhattan regularity term FEyp,,,, which favors label transitions with
Manhattan-like surface structures (i.e., neighboring faces with enclosing angles
similar to 0 or multiples of 90 degrees), and a level of detail term Fy,,p, which
punishes volumetric errors with respect to the unregularized model. Hence, Fr,,p
is the counterpart to Fyran and brings back smoothed out details which are not
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supported by planes. Using these energy terms, we strongly favor planar and
Manhattan-like structure while still keeping sufficiently big details.

For non-building parts, our goal is to get a reconstruction which is as smooth
as possible. Therefore, we just add an area smoothness term FE,.., as defined
n [16]. This term should remove spurious artifacts.

Hence, the class-specific energies are defined as follows:

aManFEMan(€) + arop ELop (¢) if buildin
Ecrass(£) = {aiﬁeaE:fea((‘e)) Lo Bren () ielseu1 e J (4)

where anan, LoD and uren define the amount of smoothing.

4 Experiments

In this section, we first describe implementation details and the input data. Then,
we evaluate the plane detection algorithm, the improved visibility-based energy
and the effect of semantic priors. Finally, we compare results from our approach
with others and show the effect of mesh simplification as post-processing step.
Implementation Details. Our pipeline is mainly implemented in C++ using
CGAL [3] for the Delaunay triangulation and the Poisson meshing (used for the
surroundings of the building). The semantic segmentation network is realized
in the Caffe framework [13]. For initialization we exploited the weights of the
PASCAL-Context network [27] and performed a transfer learning of the network
based on 27 labeled training images (16 manually labeled, 11 taken from eTRIMS
dataset [15]) that were augmented in scale (0.8, 1.0, 1.2), rotation [deg] (0, 90,
180, 270) and mirroring. Additionally the augmented images were cropped to
patches of 256 x 256 px to easily fit to GPU memory. In total we resulted
in a training database of 32,016 image patches. The training itself has been
performed in stages to consecutively train the FCN32s, FCN16s, FCN8s and
FCN8s with CRFasRNN. Each stage was trained for 400,000 iterations using
Stochastic Gradient Descent with a momentum of 0.99, weight-decay of 0.0005
and a learning rate of 1e7?,1e7 !0, 1e~!2 and le~!? for each stage respectively.
The parameters for the final reconstruction were set as follows: For datasets
House and Residential Area the parameter set was apsqan = 1000, apoq = 500.
For the dataset Block Building, the parameters were set differently to impose a
stronger plane prior as this dataset contains more noise near to planar surfaces
(arran = 2500, aroq = 1250). greq Was set to 0.5 for all datasets.
Input Data. We evaluated on three datasets, from which example images are
depicted in Fig. 3. Each of them consists of images acquired with a Micro Aerial
Vehicle (MAV) and captured with a Sony Alpha 6000 camera with 24.3 MPixel.
The first dataset, to which we refer to as House, contains 233 images and shows
a scene with a family house and surroundings consisting of mostly grass and
trees. The second dataset, Residential Area, contains 446 images and consists of
two family houses (the others are not covered sufficiently by the images). For
these two datasets, also ground truth captured with a total station is available
and ground control points were measured to align the ground truth with the
image based reconstruction. The third dataset is named Block Building, contains
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House

Fig. 3. Example input images from the evaluation datasets. The House dataset con-
sists of a family house surrounded mainly by vegetation. The Residential Area dataset
consists of several family houses and the Block Building dataset consists of a office
building with mainly Manhattan-like structure.

Pt.-based[29]

Line-based

Fig. 4. Comparison to point-based plane detection. In the left column, one can see 3D
input data (top: 3D points, bottom: 3D line segments): Especially at the front facade
the point cloud has very few points while the line representation still contains some
lines (e.g., at windows and at building edges). In the middle column, points and lines
corresponding to extracted planes are illustrated (randomly colored). One can observe
that the point-based approach detects planes at densely sampled surfaces well while
missing sparsely reconstructed surfaces. The proposed line-based approach also detects
planes which are just represented with few line segments. In the right column, one
can see plane segments created by fitting bounding boxes around the inlier data on
the plane surfaces. In the result of the point-based approach, spurious plane segments
become visible while the line-based approach mainly contains the planes of the building.

232 images and includes a Manhattan-like building consisting mainly of poorly
textured facades and windows. As this dataset has no metric scale, we manually
scaled it to be approximately metric.

To compute the camera poses, we used our own Structure-from-Motion imple-
mentation. The dense point cloud for House was computed using Sure [28] and
consists of approx. 900K points. The dense point clouds for Residential Area
and Block Building were computed with PMVS2 [5] and contain 3.6M points
and 1.4M points, respectively. The 3D line reconstructions were computed with
Line3D++ [9] and the input depth maps with PlaneSweepLib [8].

Plane Detection Using Lines. In this experiment, we compare our proposed
plane detection algorithm using lines with a state-of-the-art RANSAC-based
plane detection algorithm proposed by Schnabel et al. [29]. Fig. 4 shows an
overview of the detection process for both approaches. For comparison, we used
the implementation of [29] in CGAL [3]. We changed the default parameters to
make the results comparable to our approach: We set the inlier distance to 0.15m
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Fig. 5. Errors of proposed visibility-based energy terms compared to the visibility-based
energy in [16] (in m). Left: Evaluation on the Residential Area dataset. Visually, the
result of the proposed energy is very similar while having a slightly lower error (error
definition see Sec. 4) and being normalized, which is crucial for combining it with other
energies. Right: Error visualization of the Fountain-P11 [30] dataset. Blue means low
error, red high error. Also on this dataset, the errors of the proposed formulation are
slightly lower (error definition see [30]).

as in the line-based approach and reduced the minimum supporting points per
plane to 0.5% to generate more plane hypotheses. As can be seen in the results
in Fig. 4, [29] misses out important facade planes due to missing 3D points and
detects several spurious planes whereas our approach detects a more complete
plane set due to the availability of line structure on the facades. For additional
comparisons we refer to the supplementary material.
Normalized Visibility-Based Energy Term. In this experiment, we show
that the proposed normalized visibility-based energy formulation slightly im-
proves the reconstruction accuracy while simultaneously being easier to handle
in combination with other energy terms. We evaluated the proposed energy term
on the Residential Area dataset and, additionally, on the Fountain-P11 [30]
dataset. In Fig. 5, one can see the results and error metrics with just using
visibility-based energies (i.e., without additional energy terms). One can observe
that the visual results are similar. For both datasets, the error metrics are very
similar but slightly better for the proposed, normalized visibility-based energy
formulation. For a more detailed evaluation of the individual steps changed in
the energy formulation we refer the reader to the supplementary material.
When looking at the result of Residential Area using just visibility-based
energy, it can be seen that some surfaces are very noisy. Hence, regularizing
some parts with plane priors and using a smooth surface approximation for
others like vegetation is very beneficial for creating visually appealing models.
Semantic Priors. In Fig. 6 it can be observed that when using no semantics
(same as treating everything as building), the surroundings of buildings are noisy
and less visually appealing. Also, more data needs to be used to describe the
noisy mesh, while with semantics a sparser Poisson reconstruction describes the
surroundings. Further, artifacts may arise as the Manhattan regularity term is
applied everywhere even though it might not be suited to smooth e.g. vegetation.
Results. Below we compare reconstruction results from the proposed algorithm
with generic 3D reconstruction algorithms and with specialized urban recon-
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without Sem. House with Sem. without Sem. Res. Area  with Sem.

Fig. 6. Comparison of results computed with/without semantic information. As can be
seen in the detail examples of two datasets, the reconstructed surface of the surround-
ings of buildings is more noisy without semantics. Due to the Poisson reconstruction
and the different smoothness terms, the surroundings get reconstructed much smoother
and with less points (i.e. less data) when using semantics. Also, detected planes are
removed in the surroundings, as just building lines are used for plane detection. These
changes due to semantics contribute to a more visually appealing final reconstruction.

Res. A.  House

Block B.

Point Cloud Poisson [14] Polyfit [25] Holzmann [11] Proposed

Fig. 7. Results and comparison with state-of-the-art methods. From left to right: Input
point clouds, Poisson meshes [14] computed from the input point clouds, results of
Polyfit [25], Holzmann et al. [11] and the proposed approach. The Poisson mesh looks
visually appealing, but often produces rounded edges and spurious surfaces like bubbles
where data is missing. Polyfit is not able to reconstruct all buildings sufficiently well.
As it depends on planes detected from point clouds, undetected surfaces were just not
included in the possible solution set and spurious planes lead to erroneous reconstruc-
tion results. Holzmann et al. regularizes some parts of the scene well with its included
plane prior. However, at some parts of the scene not all planes were detected and,
hence, planar surfaces remain noisy. Further, due to an unpredictable visibility-based
energy term it is difficult to set correct weights for smoothness terms. Hence, some
parts of the scene can be smoothed out very quickly. The proposed approach creates
3D models with planar surfaces at facades/roofs while still keeping the building details
like chimneys and reconstructs the surroundings with a smooth surface.

struction approaches. For a comparison with commercial reconstruction pipelines
we refer the reader to the supplementary material.

In Fig. 7 and Fig.1, results from the proposed approach and state-of-the-art
reconstruction algorithms are depicted, where some of them also try to follow
the same idea of a visually appealing 3D reconstruction. The Poisson surface
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reconstruction produces smooth surfaces, which results in rounded edges. Addi-
tionally, it cannot handle missing data very well and creates spurious artifacts.
Polyfit [25] heavily depends on the (point-based) plane detection result and re-
constructs non-planar parts not very well, as it just relies on detected planes and
uses only the plane surfaces to create an optimized surface model. The method
of Holzmann et al. [11] incorporates plane priors into the reconstruction and,
hence, aims to follow a similar idea of a visually appealing 3D model. However,
some planar surfaces are not detected correctly and due to the unpredictability
of the visibility-based energy it is hard to set the smoothness energy weights
correctly. This might lead to artifacts like smoothed out wall parts or whole
buildings. As this approach has no semantic class specific smoothing, also the
surroundings of buildings are smoothed heavily according to a plane prior and,
hence, some parts (like, e.g., vegetation) are smoothed too aggressively and arti-
facts looking like slices might arise. In comparison, the proposed approach uses
a more complete plane set as shape prior and imposes planar surfaces just on
buildings. Due to the improved visibility-based energy formulation it is easier to
set correct smoothness term weights and, hence, to avoid over-smoothing. The
representation of the surroundings is smooth while still not over-smoothed.

In Tab. 1 error metrics for two datasets with respect to the ground truth are
depicted. It can be observed that the error metrics for the proposed approach are
the best for both the House and Residential Area data set. Apparently, the plane
prior incorporated within the reconstruction process handles noise and clutter
better than, for example, a smooth Poisson surface. For more information about
the ground truth, we refer to the supplementary material.

For this comparisons, we used the following parameter settings: For Poisson
surface reconstruction we set octree depth to 9. For Polyfit we used default
parameters. We also tried to vary the parameters, but the results did not improve
significantly. For Holzmann et al. [11] we used the parameter settings as described
in the paper for House and Block B.. For Residential Area we set apop to 250K.

Due to the planarity of big parts of the resulting mesh of the proposed
method, the amount of faces in the mesh can be significantly reduced without

Table 1. Error statistics compared to the ground truth. We computed the minimal
distances of the ground truth points to the surface reconstructions with a maximum
distance of 1 m. On both datasets, the proposed approach has the lowest error. Polyfit
has significantly higher errors on both datasets, as it does not reconstruct the whole
scene but just (parts of) buildings well. Holzmann et al. has the highest error on the
Residential Area dataset due to a wrongly smoothed out building. Poisson produces
over-smoothed (i.e., no sharp edges) results, but has comparable errors.

House Residential Area

p[m] jo[m] ||p[m] |ofm]
Poisson [14] 0.165 |0.237 {[0.101 [0.157
Polyfit [25] 0.515 |0.352 (|0.304 |0.375
Holzmann et al.[11]{|0.137 ]0.237 [|0.415 [0.385
Proposed 0.126 |0.233 ||0.055 |0.086
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House, r = 0.154 Res. Area, r = 0.081 Block Building, » = 0.054
#faces = 698K /107K # faces = 4569K /371K F# faces = 2190K /118K

Fig. 8. Simplification as post-processing. Every subfigure consists of the resulting mesh

of the proposed approach (left) and the mesh simplified by Quadric Edge Collapse [6]

in a lossless way (right) (i.e., restricting the edge collapse to a quadric error of 107'?).

Below, reduction factors and # faces before/after simplification are depicted. Due to

the perfect planarity of the building parts, faces can be merged without changing

the surface of the mesh. Though, non-building pa;tfs stay untouched as they are not
acessimpl

perfectly planar. Very low reduction factors r = “FFacesgrsy (i-e., high compression)

can be reached for all models. In comparison, when applying Quadric Edge Collapse on
Poisson meshes in Fig. 7, the best reduction factor was 0.929 (# faces = 393k/365K)
at House. Quadric Edge Collapse was performed with VCGlib [31].

changing the surface. In Fig. 8, results of applying Quadric Edge Collapse [6]
as post-processing step are depicted. As the maximum error of Quadric Edge
Collapse was set to 107! (i.e., nearly zero), only edges on planar surfaces were
removed. It can be observed that even though the mesh surface did not change,
the amount of data was extremely reduced.

Assuming to have a precomputed dense point cloud, 3D line model, depth
maps and semantically labeled images, our approach needs 13 min for the House
dataset, 60 min for the Block Building and 153 min for the Residential Area (on
an Intel Xeon E5-2680 running at 2.8GHz with 40 cores and 264 GB RAM).
Most of the time is needed for cell cutting and visibility term computations.

5 Conclusion

We presented a 3D reconstruction approach for urban scenes, with which it
is possible to get planar surfaces and straight outlines for buildings, while the
surroundings of buildings are represented by a smooth surface. Our introduced
line-based plane detection algorithm detects a more complete plane set compared
to point-based approaches and by using semantic information we can regularize
individual scene parts differently. We have shown that we can produce visually
appealing and compact 3D reconstructions while still reaching slightly better
accuracies compared to state-of-the-art methods.
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