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Overview

– Sec. 1. Segmentation Results: comparisons among qualitative segmen-
tation results produced by different methods

– Sec. 2. Implementation Details of Segmentation Network: hyper
parameters used for training segmentation network

1 Segmentation Results

More visual comparisons of segmentation results produced by different methods
are shown in Fig. 1. We can find that our method significantly outperforms two
top-performing methods, i.e., PSA [1] and OAA+ [3].

2 Implementation Details of the Segmentation Network

After producing the localization maps, the pseudo ground-truth masks are gen-
erated to train the fully segmentation network (DeepLab-LargeFOV [2]). Fol-
lowing [3], we use a mini-batch of 10 images and terminate the training at
15,000 iterations under most standard setting. For other two settings where
extra single-label images or web images are used, we terminate the training at
20,000, and 25,000 iterations respectively since more images are used. All other
hyper-parameters are the same as [2]. Specifically, the initial learning rate is
0.001 and ”poly” learning rate policy is adopted, i.e., the learning rate is multi-
plied by (1 − iter

max iter )power, where the power is set to be 0.9. We also use the
momentum of 0.9 and weight decay of 0.0005. For more detains, please refer
to [2].
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Fig. 1: Visual comparisons of segmentation results on PASCAL VOC12 val set.
From left to right : input image, ground truth, results for PSA [1], OAA+ [3],
and our method.
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