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Abstract. To be invariant, or not to be invariant: that is the question
formulated in this work about local descriptors. A limitation of current
feature descriptors is the trade-off between generalization and discrim-
inative power: more invariance means less informative descriptors. We
propose to overcome this limitation with a disentanglement of invariance
in local descriptors and with an online selection of the most appropriate
invariance given the context. Our frameworkEl consists in a joint learning
of multiple local descriptors with different levels of invariance and of meta
descriptors encoding the regional variations of an image. The similarity of
these meta descriptors across images is used to select the right invariance
when matching the local descriptors. Our approach, named Local Invari-
ance Selection at Runtime for Descriptors (LISRD), enables descriptors to
adapt to adverse changes in images, while remaining discriminative when
invariance is not required. We demonstrate that our method can boost
the performance of current descriptors and outperforms state-of-the-art
descriptors in several matching tasks, when evaluated on challenging
datasets with day-night illumination as well as viewpoint changes.
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1 Introduction

Sparse features detection and description is at the root of many computer vision
tasks: Structure-from-Motion (SfM), Simultaneous Localization and Mapping
(SLAM), image retrieval, tracking, etc. They offer a compact representation in
terms of memory storage and allow for efficient image matching, and are thus well
suited for large-scale applications [I4J36l35]. These features should however be
able to cope with real world conditions such as day-night changes [44], seasonal
variations [34] and matching across large baselines [40].

To be able to do matching in extreme scenarios, the successive feature detectors
and descriptors have become more and more invariant [23]. The Harris corner
detector [12] was already invariant to rotations, but not to scale. The SIFT
detector and descriptor [20] was one of the first to achieve invariance with respect
to scale, rotation and uniform light changes. More recently, learned descriptors
have been able to encode invariance without handcrafting it. On the one hand,
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Fig. 1: Importance of invariance among descriptors. SIFT descriptors (left)
perform well on rotated images (top), but are outperformed by Upright SIFT
descriptors (middle) when no rotation is present (bottom). We propose a method
(right) that automatically selects the proper invariance during matching time.

patch-based descriptors can become invariant to transforms when estimating the
shape of the patch [4329025]10]. On the other hand, recent dense descriptors
leverage the power of large convolutional neural networks (CNN) to become more
general and invariant. Most of them are trained on images with many variations
in the training set, either obtained through data augmentation [8], with large
databases of challenging images [9/42] or with style transfer [31]. They can also
directly encode the invariance in the network itself [I9]. The general trend in
descriptor learning is thus to capture as much invariance as possible.

While feature detectors should generally be invariant to be repeatable under
different scenarios [44], the same is not necessarily true for descriptors [41]. There
is a direct trade-off for descriptors between generalization and discriminative
power. More invariance allows a better generalization, but produces descriptors
that are less informative. Figure [1| shows that the rotation variant descriptor
Upright SIFT performs better than its invariant counterpart SIFT when only
small rotations are present in the data. We argue that the best level of invariance
depends on the situation. As a consequence, this questions the recent trend of
jointly learning detector and descriptor: they may have to be dissociated if one
does not want the descriptor to be as invariant as the detector.

In this work we focus on learning descriptors only and propose to select at
runtime the right invariance given the context. Instead of learning a single generic
descriptor, we compute several descriptors with different levels of invariance.
We then propose a method to automatically select the most suitable invariance
during matching. We achieve this by leveraging the local descriptors to learn
meta descriptors that can encode global information about the variations present
in the image. At matching time, the local descriptors distances are weighted by
the similarity of these meta descriptors to produce a single descriptor distance.
Matches based on this distance can then be filtered using standard heuristics
such as ratio test or mutual nearest neighbor.

Overall, our method, named Local Invariance Selection at Runtime for De-
scriptors (LISRD - pronounced as lizard), brings flexibility and interpretability
into the feature description. When some image variations are known to be limited
for a given application, one may directly use the most discriminative descriptor
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