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1 Dataset Construction

We create our multi-label long-tailed datasets by extracting subsets from two
multi-label image recognition benchmarks, VOC and COCO, respectively. We
adopt a pareto distribution pdf(x) = α

xα
min

xα+1 following Liu et al [4] with α con-
trolling the shape of the distribution, as shown in Fig. 1a. Concretely, we cut
off the probability distribution function(pdf) when the cumulative distribution
function(CDF) achieves 0.99, and then we rescale the pdf with a maximum of
Nmax, which is the maximum of sample numbers per class. Finally, we evenly
split the x-axis into the number of classes as the original dataset, and we get a
reference distribution. We construct the datasets in a head-to-tail manner: we
first rank all the classes by p̂i in Eq.1 mentioned in the main paper calculated
with original data, and the subset is empty. For each class i from head to tail,
we compare the current sample number in the subset and the expected sample
number by the reference distribution and then randomly add or eliminate cer-
tain instances accordingly. This way, we can constrain the tail classes to have a
relatively small amount of data. As seen in Fig. 1b, the construction is processed
incrementally. The distribution of the test set has a similar ranking order as the
constructed train set, as shown in Fig. 2. Except for one class, ”person”, the rest
part of the test set is only slightly imbalanced.

2 Implementation Details of Comparing Methods

Some of the comparing methods are designed mainly for single-label datasets,
and we make slight adjustments so that they work the best with our datasets:
For class-balanced(CB) loss [3], we set β = 0.99 and 0.9 for VOC-MLT and
COCO-MLT, respectively, and we use an initial leanrning rate of 0.1, with an
extra loss weight of 10 because we used an average manner in the loss reduc-
tion while [3] used sum; To calculate the effective numbers of a label set with
multiple ground-truth, we adopt an average of Eni

calculated from each posi-
tive class, Ēn = 1∑

yi

∑
i,yi>0 (1− βni)/(1− β). We find it works better than
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Fig. 1: (a). Pareto distribution with different α. (b). The construction of COCO-
MLT, where the colors visualize the increment of sample number per-class after
each sampling iteration

En̄ = (1− βn̄)/(1− β), where n̄ = 1∑
yi

∑
i,yi>0 ni. For ML-GCN [2], the di-

mension of the hidden layer in GCN is set as 256 and we use adjacent matrix
generated from the long-tailed versions of datasets. We also experiment with ad-
jacent matrix generated from the original datasets so that it better matches the
distribution of the test set, while the results show little difference. For LDAM,
we adopt a class-level margin, following [1] that we tune C in C

n
1/4
i

and normalize
the largest margin to be 0.5.

3 The Effect of µ in Smoothing Function.

In our paper, we report how the results are affected by β of a smoothing func-
tion in Eq.5. And µ also controls the shape of the function in the actual range
of variables. As shown in Fig. 3a, the influence is relatively small so we selected
two insignificant peaks where µ = 0.2, 0.3 for COCO-MLT and VOC-MLT, re-
spectively, for the main experiments.

4 The Effect of ν in Negative-tolerant Regularization

To under stand how ν the netagive-tolerant regularization in Eq.12 in affect the
results independently, we fix λ = 2, 5 for COCO-MLT and VOC-MLT, respec-
tively, and change ν by changing κ, as shown in Fig. 3b. Setting κ = 0 has a
relatively good result, which means that the thresholds in the regularization can
be simply fixed as zero, and changing κ in a small range has little effect.
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Fig. 2: (a). The test set distribution of COCO2017, and we use the sorted sample
number of the long-tailed training set as the x-axis index, which is relatively
balanced except for one class(person). (b). The test set distribution of VOC2007
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Fig. 3: (a). The effect of µ in the smoothing fuction. (b). The effect of κ in
netagive-tolerant regularization


