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Abstract. In this paper, we study an intermediate form of supervi-
sion, i.e., single-frame supervision, for temporal action localization
(TAL). To obtain the single-frame supervision, the annotators are asked
to identify only a single frame within the temporal window of an action.
This can significantly reduce the labor cost of obtaining full supervi-
sion which requires annotating the action boundary. Compared to the
weak supervision that only annotates the video-level label, the single-
frame supervision introduces extra temporal action signals while main-
taining low annotation overhead. To make full use of such single-frame
supervision, we propose a unified system called SF-Net. First, we pro-
pose to predict an actionness score for each video frame. Along with
a typical category score, the actionness score can provide comprehen-
sive information about the occurrence of a potential action and aid
the temporal boundary refinement during inference. Second, we mine
pseudo action and background frames based on the single-frame anno-
tations. We identify pseudo action frames by adaptively expanding each
annotated single frame to its nearby, contextual frames and we mine
pseudo background frames from all the unannotated frames across multi-
ple videos. Together with the ground-truth labeled frames, these pseudo-
labeled frames are further used for training the classifier. In extensive
experiments on THUMOS14, GTEA, and BEOID, SF-Net significantly
improves upon state-of-the-art weakly-supervised methods in terms of
both segment localization and single-frame localization. Notably, SF-Net
achieves comparable results to its fully-supervised counterpart which re-
quires much more resource intensive annotations. The code is available
at https://github.com/Flowerfan/SF-Net.
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1 Introduction

Recently, weakly-supervised Temporal Action Localization (TAL) has attracted
substantial interest. Given a training set containing only video-level labels, we
aim to detect and classify each action instance in long, untrimmed testing videos.
In the fully-supervised annotation, the annotators usually need to rollback the
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Fig. 1. Different ways of annotating actions while watching a video. (a) Annotating
actions in the fully-supervised way. The start and end time of each action instance
are required to be annotated. (b) Annotating actions in the weakly-supervised setting.
Only action classes are required to be given. (c) Annotating actions in our single-frame
supervision. Each action instance should have one timestamp. Note that the time is
automatically generated by the annotation tool. Compared to the weakly-supervised
annotation, the single-frame annotation requires only a few extra pauses to annotate
repeated seen actions in one video.

video for repeated watching to give the precise temporal boundary of an ac-
tion instance when they notice an action while watching the video [40]. For the
weakly-supervised annotation, annotators just need to watch the video once to
give labels. They can record the action class once they notice an unseen ac-
tion. This significantly reduces annotation resources: video-level labels use fewer
resources than annotating the start and end times in the fully-supervised setting.

Despite the promising results achieved by state-of-the-art weakly-supervised
TAL work [24,26,28], their localization performance is still inferior to fully-
supervised TAL work [5,17,27]. In order to bridge this gap, we are motivated
to utilize single-frame supervision [22]: for each action instance, only one single
positive frame is pointed out. The annotation process for single-frame supervi-
sion is almost the same as it in the weakly-supervised annotation. The annotators
only watch the video once to record the action class and timestamp when they
notice each action. It significantly reduces annotation resources compared to full
supervision.

In the image domain, Bearman et al. [2] were the first to propose point super-
vision for image semantic segmentation. Annotating at point-level was extended
by Mettes et al. [21] to video domain for spatio-temporal localization, where each
action frame requires one spatial point annotation during training. Moltisanti et
al. [22] further reduced the required resources by proposing single-frame super-
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