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1 More Reconstruction Results

More reconstruction results on DTU [1] evaluation dataset, Tanks and Temples
[20] and BlendedMVS [38] are presented in Fig. 1, Fig. 2 and Fig. 3 respectively.

Fig. 1. Reconstruction results on DTU [1] evaluation set.
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Fig. 2. Point cloud reconstruction results on Tanks and Temples [20] benchmark. Our
method can generate denser, more accurate, delicate and complete point cloud than
all presented other methods.
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Fig. 3. Point cloud reconstruction results on BlendedMVS [38] benchmark. Our
method presents strong generalization on different scale objects especially on large-
scale scenes without any finetuning.


