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Abstract. We address character grounding and re-identification in mul-
tiple story-based videos like movies and associated text descriptions. In
order to solve these related tasks in a mutually rewarding way, we pro-
pose a model named Character in Story Identification Network (CiSIN).
Our method builds two semantically informative representations via joint
training of multiple objectives for character grounding, video/text re-
identification and gender prediction: Visual Track Embedding from videos
and Textual Character Embedding from text context. These two repre-
sentations are learned to retain rich semantic multimodal information
that enables even simple MLPs to achieve the state-of-the-art perfor-
mance on the target tasks. More specifically, our CiSIN model achieves
the best performance in the Fill-in the Characters task of LSMDC 2019
challenges [35]. Moreover, it outperforms previous state-of-the-art models
in M-VAD Names dataset [30] as a benchmark of multimodal character
grounding and re-identification.

1 Introduction

Searching persons in videos accompanying with free-form natural language de-
scriptions is a challenging problem in computer vision and natural language
research [30,32,34,35]. For example, in the story-driven videos such as movies
and TV series, distinguishing who is who is a prerequisite to understanding the
relationships between characters in the storyline. Thanks to the recent rapid
progress of deep neural network models for joint visual-language representation
[46,42,28,19], it has begun to be an achievable goal to understand interactions of
characters that reside in the complicated storyline of videos and associate text.

In this work, we tackle the problem of character grounding and re-identification
in consecutive pairs of movie video clips and corresponding language descrip-
tions. The character grounding indicates the task of locating the character men-
tioned in the text within videos. The re-identification can be done in both text
and image domain; it groups the tracks of the same person across video clips
or identifies tokens of the identical person across story sentences. As the main
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Fig. 1. The problem statement. Given consecutive C pairs of video clips and corre-
sponding language descriptions, our CiSIN model aims at solving three multimodal
tasks in a mutually rewarding way. Character grounding is the identity matching be-
tween person tracks and [SOMEONE] tokens. Video/text re-identification is the identity
matching between person tracks in videos and [SOMEONE] tokens in text, respectively.

testbed of our research, we choose the recently proposed Fill-in the Characters
task of the Large Scale Movie Description Challenge (LSMDC) 2019 [35], since
it is one of the most large-scale and challenging datasets for character matching
in videos and associated text. Its problem statement is as follows. Given five
pairs of video clips and text descriptions that include the [SOMEONE] tokens for
characters, the goal is to identify which [SOMEONE] tokens are identical to one
another. This task can be tackled minimally with text re-identification but can
be synergic to jointly solve with video re-identification and character grounding.

We propose a new model named Character-in-Story Identification Network
(CiSIN) to jointly solve the character grounding and video/text re-identification
in a mutually rewarding way, as shown in Figure 1. The character grounding,
which connects the characters between different modalities, complements both
visual and linguistic domains to improve re-identification performance. In addi-
tion, each character’s grounding can be better solved by closing the loop between
both video/text re-identification and neighboring character groundings.

Our method proposes two semantically informative representations. First, Vi-
sual Track Embedding (VTE) involves motion, face and body-part information
of the tracks from videos. Second, Textual Character Embedding (TCE) learns
rich information of characters and their actions from text using BERT [6]. They
are trained together to share various multimodal information via multiple objec-
tives, including character grounding, video/text re-identification and attribute
prediction. The two representations are powerful enough for simple MLPs to
achieve state-of-the-art performance on the target tasks.

We summarize the contributions of this work as follows.

1. We propose the CiSIN model that can jointly tackle character grounding and
re-identification in both video and text narratives. To the best of our knowl-
edge, our work is the first to jointly solve these three tasks, each of which has
been addressed separately in previous research. Our model is jointly trained
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