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Abstract. Dense Video Captioning (DVC) is a challenging task that
localizes all events in a short video and describes them with natural
language sentences. The main goal of DVC is video story description,
that is, to generate a concise video story that supports human video
comprehension without watching it. In recent years, DVC has attracted
increasing attention in the vision and language research community, and
has been employed as a task of the workshop, ActivityNet Challenge.
In the current research community, the official scorer provided by Ac-
tivityNet Challenge is the de-facto standard evaluation framework for
DVC systems. It computes averaged METEOR scores for matched pairs
between generated and reference captions whose Intersection over Union
(IoU) exceeds a specific threshold value. However, the current frame-
work does not take into account the story of the video or the ordering of
captions. It also tends to give high scores to systems that generate sev-
eral hundred redundant captions, that humans cannot read. This paper
proposes a new evaluation framework, Story Oriented Dense video cAp-
tioning evaluation framework (SODA), for measuring the performance
of video story description systems. SODA first tries to find temporally
optimal matching between generated and reference captions to capture
the story of a video. Then, it computes METEOR scores for the match-
ing and derives F-measure scores from the METEOR scores to penalize
redundant captions. To demonstrate that SODA gives low scores for in-
adequate captions in terms of video story description, we evaluate two
state-of-the-art systems with it, varying the number of captions. The
results show that SODA gives low scores against too many or too few
captions and high scores against captions whose number equals to that
of a reference, while the current framework gives good scores for all the
cases. Furthermore, we show that SODA tends to give lower scores than
the current evaluation framework in evaluating captions in the incorrect
order.

Keywords: Automatic Evaluation, Dense Video Captioning, Video Story
Description
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1 Introduction

Dense Video Captioning (DVC) [6] mainly involves two tasks: event detection to
identify all events in a short video, and caption generation to describe the event
proposals using natural language sentences. DVC is one of the major tasks in
vision and language research and has attracted more attention in recent years.
In fact, it has been adopted as a task of ActivityNet Challenge3 since 2017. Its
main goal is to generate concise captions that describe the story of a video to
help humans understand it. Actually, humans describe the story of a video using
3-4 captions on average. Thus, the generated captions are utilized for grasping
an overview of the video without having to watch the entire video [3].

However, the current de-facto standard evaluation framework for DVC sys-
tems, which is the official evaluation framework in ActivityNet Challenge, is
inappropriate for measuring the performance of a video story description since
it disregards the story of the video and the ordering of captions4. The frame-
work first matches generated and reference captions when the Intersection over
Union (IoU) between them exceeds a specific threshold value. Then, it computes
METEOR [2] scores for all matched pairs between the generated and reference
captions, and averages them by the number of the pairs. That is, the framework
evaluates captions for events without considering the order of their proposals.

In addition, another problem with the current framework is that it often
obtains a high score by producing several hundred captions that are inadequate
as video story descriptions since the scores rely only on the number of matched
pairs. As the result, as we will point out in Section 4.2, systems that produce
more redundant captions are more advantageous. Most current DVC systems
generate several hundred captions for a video, while the number of reference
captions is only 3-4.

To appropriately and correctly evaluate video story description systems, we
need a framework that can consider a video story, the ordering of captions, and
can penalize redundant captions. This paper proposes a new evaluation frame-
work, Story Oriented Dense video cAptioning evaluation framework (SODA),
for measuring the performance of video story description systems. SODA first
applies dynamic programming, that finds the optimal matching between gener-
ated and reference captions that maximizes the sum of the IoU by considering
the temporal ordering of captions. Thus, it finds the best sequence of generated
proposals that maximizes the sum of the IoU against reference proposals. Then,
it computes METEOR scores for the matched pairs and derives precision and
recall scores on the basis of the calculated METEOR scores. Finally, our frame-
work evaluates generated captions with F-measure scores to consider both the
numbers of generated and reference captions.

To demonstrate the effectiveness of our framework, we evaluate two state-of-
the-art systems with it, varying the number of captions. Experimental results

3 http://activity-net.org/
4 In this paper, we follow the concept in [3] that the correct order of captions represents

a story.
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on the ActivityNet Captions dataset [6] show that our framework gives low
scores to too many or too few captions, inadequate captions as video story
description, and gives high scores to captions whose number equals to that of a
reference, while the current framework gives almost the same scores to all the
cases. Furthermore, we demonstrate that SODA gives lower scores to captions
with incorrect order, inconsistent story description, than the current evaluation
framework. In addition to the above automatic evaluation, our simple manual
evaluation also shows that SODA is superior to the current framework.

Our main contributions are as follows:

– We demonstrate that the current evaluation framework, utilized in Activi-
tyNet Challenge, is insufficient for evaluating video story descriptions.

– We propose a new evaluation framework, Story Oriented Dense video cAp-
tioning evaluation framework (SODA), for measuring the performance of
video story description systems by considering the ordering of captions.

– We introduce F-measure into the evaluation metric to prevent redundant
captions from obtaining good scores.

– Our source code will be available on https://github.com/fujiso/SODA.

2 Related Work

2.1 Dense Video Captioning

The goal of DVC is to obtain concise and coherent description of all events in a
video. It requires understanding the entire video contents and contextual reason-
ing of individual events. Recent researches [6, 17, 20, 8] handled this challenge by
dividing it into two subtasks: event proposal detection and caption generation
for the events. For example, Wang et al. [17] proposed a bidirectional LSTM-
based encoder-decoder model with a context gating mechanism. The mechanism
reflects both past and future contexts to the event proposals and the captions.
Zhou et al. [20] proposed a self-attention [14] based end-to-end model. The end-
to-end architecture could bridge the event detection and the captioning modules,
hence it tended to generate a consistent caption for each individual event. How-
ever, these models did not explicitly consider the dependency or relationship
among the individual events. Mun et al. [10] challenged to generate brief and
consistent captions by reducing the number of event proposals with pointer net-
works [16].

There are several existing datasets for video-to-text generation other than Ac-
tivityNet Captions [6]: Youcook II [19], VideoStory [3], TACoS [12], and TACoS
Multi-Sentence [13]. Youcook II, TACoS, and TACoS Multi-Sentence datasets
were constructed to evaluate the captioning of cooking videos. As these types of
captions temporally depend on each other, their order is an important factor to
evaluate the systems. However, since Youcook II employed the same evaluation
framework as ActivityNet Challenge, and TaCoS and TaCoS Multi-Sentence em-
ployed BLEU, the systems might not be evaluated correctly on the datasets. The
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VideoStory dataset was constructed to evaluate video story description systems
for short videos on an social networking service. However, the systems are also
evaluated on the dataset with the same framework as ActivityNet Challenge,
which is insufficient to evaluate the story of a video. We believe that SODA
is useful not only for the ActivityNet Captions dataset but also for the other
datasets constructed to evaluate system captions that convey the story.

2.2 Dense Caption Evaluation

The automatic evaluation of video description/captioning is a long term and
unsolved problem. The evaluation of DVC is required to measure two aspects: 1)
the accuracy of localized events, and 2) that of generated captions for each event.
The current evaluation framework of DVC is inspired by that of dense image
captioning (DIC) [4], which generates captions that describe localized objects in
an image comprehensively. In this evaluation framework, each generated caption
is separately evaluated using some metrics (See Section 3 for details.) because
the captions independently describe each localized object.

Thus, there is a significant difference between DVC and DIC in whether gen-
erated captions should consist of a story or not. However, the current evaluation
framework of DVC, which is a simple extension of that of DIC, does not consider
the temporal dependency between captions explicitly, which causes the potential
risk of overestimation (See Section 4.2 for details.).

In contrast, SODA solves this problem through optimal matching with ground-
truth events and penalizing redundant events, as we will explain in Section 5.
It would be more difficult to obtain a factitiously high score with SODA com-
pared with the current evaluation framework because SODA requires systems
to detect the exact number of events and captions, that we believe will lead to
further progress of DVC tasks.

The research community of DVC has mainly used the following six dif-
ferent evaluation metrics for caption sentences: ROUGE-L [9], METEOR[2],
BLEU [11], CIDEr [15], SPICE [1], and WMD [7]. These metrics were origi-
nated from text generation tasks in natural language processing such as machine
translation, text summarization, and image captioning. There have been several
experiments to make clear which metrics are better for caption evaluation [18,
5] because of too many metrics. They showed that evaluation metrics being
relatively less sensitive to word order and synonym changes in a sentence, like
CIDEr and METEOR, can provide a high correlation with human judgments.
Therefore, METEOR was adopted as the main evaluation metric in DVC.

3 Current Evaluation Framework

The automatic evaluation framework proposed for ActivityNet Captions [6] has
been widely utilized for the DVC task. Let G be a set of manually-generated
reference captions for a video and P be a set of captions generated by a system.
We denote g as a reference caption and p as a caption generated by the system.



SODA: Story Oriented Dense Video Captioning Evaluation Framework 5

0.7� 0.1� 0.4� 0.9� 0.1�
0.2� 0.3� 0.5� 0.4� 0.5�
0.4� 1.0� 0.3� 0.7� 0.8�
0.8� 0.7� 0.6� 1.0� 0.1�

0� 0� 0� 0� 0� 0�
0 0.7� 0.7� 0.7� 0.9� 0.9�
0� 0.7� 1.0� 1.2� 1.2� 1.4�
0� 0.7� 1.7� 1.7� 1.9� 2.0�
0� 0.8� 1.7� 2.3� 2.7� 2.7�

g1

g2

g3

g4

p1 p2 p3 p4 p5

Fig. 1. An example of IoUs between generated and reference captions.

Each caption has a proposal that indicates a time span of an event that appears
in a video. Here, the IoU between g and p is defined as follows:

IoU(g, p)= max

(
0,

min(e(g), e(p))−max(s(g), s(p))

max(e(g), e(p))−min(s(g), s(p))

)
, (1)

where functions s(·) and e(·) return the start and end time of the proposal, re-
spectively. Here, a set of reference captions whose IoU exceeds a specific thresh-
old, τ , for p is defined as follows:

Gp,τ = {g ∈ G|IoU(g, p) ≥ τ}. (2)

When Gp,τ = φ, i.e., p does not have any g that exceeds a specific threshold, we
add a random string to Gp,τ as a member instead of the caption as a penalty.
Finally, a set of generated captions, P, is evaluated on the basis of a set of
reference captions, G, by the following equation:

E(G,P, τ) =

∑
p∈P

∑
g∈Gp,τ f(g, p)∑

p∈P |Gp,τ |
, (3)

where function f(·, ·) denotes an evaluation metric such as METEOR [2], BLEU [11],
or CIDEr [15]. In this paper, we use METEOR as f(·, ·) since ActivityNet Chal-
lenge use it as its official metric. In most cases, the final evaluation score was
computed as the average for τ = 0.9, 0.7, 0.5, 0.3.

Consider, for example, that IoUs between G and P are given as in Figure
1. When we set τ to 0.5, we obtain the following: Gp1,0.5 = {g1, g4}, Gp2,0.5 =
{g3, g4}, Gp3,0.5 = {g2, g4}, Gp4,0.5 = {g1, g3, g4}, Gp5,0.5 = {g2, g3}. Then, we
compute METEOR scores for the eleven matched pairs between g and p, (p1, g1),
(p1, g4), (p2, g3), (p2, g4), (p3, g2), (p3, g4), (p4, g1), (p4, g3), (p4, g4), (p5, g2), and
(p5, g3), and average the scores.

4 Problems of Current Framework

4.1 Loose Matching

As we explained in the previous section, the current evaluation framework deter-
mines the correspondence between g and p only with the IoU threshold, τ . Thus,
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Fig. 2. Example of system and reference proposals that produce loose matching.
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Fig. 3. Examples of system and reference proposals that produce redundant captions.

it causes loose matching; a generated caption is matched with many reference
captions or a reference caption is matched with many generated captions. The
order of generated captions produced by the matching does not correspond to
the order of reference captions, i.e., the loose matching disregards the story of the
video. For example, when reference and generated captions are given as shown
in Figure 2, the current evaluation framework produces the following matches,
(g1, p1), (g1, p2), (g2, p1), (g2, p2), (g3, p1), (g3, p3), and (g4, p3) for small τ . Thus,
the order of the generated captions corresponding to the reference captions is
p1, p2, p1, p2, p1, p3, p3, which is invalid because it contains many duplicates, i.e.,
the captions do not represent the story of the video. The best order of the gen-
erated captions that represents the story can be p2, p1, p3.

Furthermore, loose matching produces overestimations of METEOR scores.
When we have the same sentences with different length proposals, any of them
would match with a reference caption for any τ , even though the redundant
captions make no sense. Consider IoUs and METEOR scores are given as follows:
IoU(g1, p1) = 0.9, IoU(g1, p2) = 0.4, IoU(g1, p3) = 0.6, and METEOR(g1, p∗) =
0.6, as shown in the top of Figure 3. When we set τ to 0.9, only g1 matches to
p1, and the average METEOR score is 0.2, while p2 and p3 are eliminated in the
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matching. However, when we have only p2, g1 is not matched, and the average
METEOR score is 0.0. It indicates that the current evaluation sometimes gives
higher scores for low-confidence proposals than a single high-confidence proposal.
Thus, redundant caption sentences, such as identical sentences with proposals
of different lengths, may obtain good METEOR scores.

Another problematic case is when we generate multiple different sentences for
a proposal, the average METEOR score tends to be good. Consider, for example,
METEOR scores are given as follows: METEOR(g1, p1) = 0, METEOR(g1, p2) =
0.3, and METEOR(g1, p3) = 0.6, as shown in the bottom of Figure 3. In this
example, the average METEOR score is 0.3, while it is 0 when generating only
p1. Thus, generating multiple different caption sentences for a proposal tends to
prevent a zero Meteor score.

4.2 Averaging METEOR Scores

As shown in Equation (3), the sum of METEOR scores is averaged based on
the number of matched pairs between g and p. That is, the number of captions
generated by a system, |P|, and the number of reference captions, |G|, are dis-
regarded in calculating the evaluation metric. Thus, it cannot take into account
the coverage of generated captions (recall) and the accuracy of the captions
(precision) either.

As we mentioned above, a better score is obtained by generating more differ-
ent sentences for a proposal and more identical sentences for different proposals.
Most of current DVC systems generate many and redundant caption sentences
for a video. The average number of generated caption sentences is around sev-
eral hundred. Thus, the current evaluation framework is inadequate since we
cannot read several hundred sentences in a short time, while, of course, it may
be reasonable to assess DVC systems in terms of video indexing, which does
not require human reading. This is a critical problem of the current evaluation
framework for video story description systems.

Furthermore, too few caption sentences are also inappropriate because such
captions cannot represent the whole story of a video. To penalize such inappro-
priate captions, we can derive precision and recall by replacing the denominator
of Equation (3) with |P| and |G|, respectively. However, they are invalid since
the scores might exceed 1.0.

5 Story Oriented Dense video cAptioning evaluation
framework (SODA)

5.1 Optimal Matching Using Dynamic Programming

To determine the matching between generated and reference captions, we re-
gard the matching as a combinatorial optimization problem: finding one-to-one
matching between the captions that maximizes the sum of the IoU by consider-
ing temporal ordering. Following the current evaluation framework, we also use
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Fig. 4. Illustration of a dynamic programming table.

the threshold τ for the matching; we define cost Ci,j between a reference caption
gi and a generated caption pj based on the IoU as follows:

Ci,j =

{
IoU(gi, pj) if IoU(gi, pj) ≥ τ,
0 otherwise.

(4)

Then, we sort the captions based on temporal ordering, that is, in the order
of the beginning time of their proposals, by utilizing function s(·), and define
S[i][j], which stores the maximum score of optimal matching between 1st to i-th
generated captions and the 1st to j-th reference truth captions, as follows:

– Initialization

S[i][0] = 0 (0 ≤ i ≤ |P|), S[0][j] = 0 (0 ≤ j ≤ |G|), (5)

– Recurrence (1 ≤ i ≤ |P|, 1 ≤ k ≤ |G|)

S[i][j] = max

S[i− 1][j],
S[i− 1][j − 1] + Ci,j ,
S[i][j − 1].

(6)

Figure 4 shows an example process to obtain the optimal matching for the
example given in Figure 1, with τ = 0. After filling out table S by dynamic
programming, S[4][5] stores the optimal matching score, 2.7. Thus, we can obtain
the optimal matching between gk and p` by tracing the path, from [4,5] to [0,0].
In the example, the optimal matching is (g1, p1), (g3, p2), (g4, p4). The pseudo
code of the algorithm is shown in the supplementary material.

5.2 F-measure for Evaluating Video Story Description

To give a low score for too many or too few captions, the sum of METEOR scores
should be normalized by considering the number of generated and reference
captions. Thus, we propose an evaluation metric based on F-measure as follows:

F-measure(G,P) =
2× Precision(G,P)× Recall(G,P)

Precision(G,P) + Recall(G,P)
. (7)
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Here, Precision(G,P) and Recall(G,P) are defined on the basis of the optimal
matching as follows:

Precision(G,P) =

∑
g∈G f(g, pa(g))

|P| , (8)

Recall(G,P) =

∑
g∈G f(g, pa(g))

|G| . (9)

When systems generate too many captions, Precision scores tend to be low, while
Recall scores tend to be high. Thus, the systems cannot obtain good F-measure
scores. When systems generate too few captions, they also cannot obtain good
F-measure scores since they tend to receive good Precision scores but poor Recall
scores.

5.3 Evaluation Scores Directly Dependent on IoU

In evaluating video story descriptions, the IoU plays an important role. Even
if METEOR scores between generated and reference captions are perfect, they
make no sense if the IoU between the captions is zero. However, in the current
evaluation framework, the IoU is utilized only for determining the matching
between the captions. Thus, the IoU does not directly affect the sum of METEOR
scores. In fact, METEOR scores with larger IoUs and those with smaller ones
cannot be distinguished when computing them. To reflect the IoU more directly
to evaluation scores, we propose an alternative of the cost in Equation (4), which
is utilized to solve dynamic programming as follows:

Ci,j = IoU(gi, pj)f(gi, pj). (10)

By utilizing this cost, even if the METEOR score is high, the evaluation score
can be lowered when the IoU score is low.

6 Experiments

6.1 Experimental Settings

We used the ActivityNet Captions dataset [6]5, which contains 20k YouTube
videos. The dataset consists of 10,024, 4,915 and 5,044 videos for training, vali-
dation and test data, respectively. We evaluated our evaluation framework only
on the validation data because the test data is not publicly available6. Each
video in the validation data has on average 3.52 human-written captions with
start/end time annotations. The average number of words in a caption is 13.54.

5 Using the VideoStory dataset [3] would have been more effective as it was constructed
to evaluate video story description systems. However, unfortunately, it has not been
publicly available.

6 The test data is only available on the ActivityNet evaluation server.
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Because it is known that METEOR has sufficient correlation against human
evaluation, we did not evaluate our framework by calculating the correlation
against manual evaluation. To demonstrate the effectiveness of the optimal pro-
posal detection and F-measure, we simply examined whether our framework
could give low scores for inadequate captions and high scores for adequate cap-
tions in terms of video story description. Thus, we evaluated the following two
state-of-the-art DVC systems with two settings below:

– End-to-end transformer-based system [20]: The end-to-end transformer-based
models could detect events by considering the whole video information and
generate consistent captions for the events simultaneously. The number of
output captions per video is 228.21 on average.

– LSTM-based system [17]: The bidirectional LSTM-based encoder-decoder
models with a context gating mechanism. The context gating mechanism
makes it possible to generate captions by filtering both past and future
contexts. The number of output captions per video is 97.10 on average.

Note that we obtained captions generated by the end-to-end transformer-based
model by running their code, available at the github repository,7 and those by
the LSTM-based model were provided by the authors of the paper.

Detecting inappropriate captions: To demonstrate whether SODA gives
low scores to inadequate captions, we first performed experiments by varying
the number of captions. Since both systems generate around hundred or more
captions for each video, we randomly selected int(m × |G|) captions8 without
duplication and evaluated the captions by the current evaluation framework,9

and the following metrics in our framework:

– SODA (a): averaging F-measure scores with τ = 0.9, 0.7, 0.5, 0.3,
– SODA (b): F-measure, where τ is set to 0,
– SODA (c): F-measure, utilizing the cost in Equation (11).

We examined m = 0.1, 0.5, 1.0, 2.0, 10, and “all,” where m = 1.0 indicates a case
of outputting the same number of captions as a reference. We report the average
scores with five times of the randomized procedure.

Detecting incorrect ordering: To demonstrate whether SODA gives low
scores to captions with incorrect ordering, we evaluated original captions with
correct ordering and two types of captions with incorrect ordering: (a) Swap,
swapping the order of two adjacent captions for a randomly selected pair in the

7 https://github.com/salesforce/densecap
8 m is a parameter for controlling the number of captions in the experiments.
9 We utilized the official scorer provided by ActivityNet Challenge. The code is avail-

able at https://github.com/ranjaykrishna/densevid_eval. We used the revised
version from November 2017 that fixed an overestimation bug; the number of pairs
(the denominator in Equation (3)) was not counted correctly.
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original, and (b) Shuffle, randomly shuffling the order of captions in the original.
Since systems generate a huge number of captions, we cannot evaluate them as
they are, and we need to perform the experiments with a reasonable number of
captions. Therefore, we assessed the systems by their potential, the upper bound
performances; we examined captions that were the closest to the corresponding
references. That is, we used oracle captions as the original captions with correct
ordering. Here, an oracle caption indicates a caption of the same length as a
reference caption that receives the maximum METEOR score. We created the
oracles by selecting those generated captions that receive the maximum ME-
TEOR score for each reference caption. Then, we created the Swap and Shuffle
captions from the oracle captions by randomly varying their proposals so that
keeping IoUs exceed 0.7.

6.2 Results

Detecting inappropriate captions: Table 1 shows the results. From the re-
sults, the scores of the current evaluation framework do not change significantly
even when the number of captions changes. We observe a similar tendency in
both results obtained from the two different systems. In particular, there is only
a slight difference between m = 1, the appropriate number of captions, and “all,”
the inappropriate number of captions for humans to read. As long as DVC sys-
tems are evaluated with the current evaluation framework, they would continue
to generate many and redundant captions. As we mentioned before, the results
are caused by (1) loose matching between generated and reference captions, and
(2) averaging METEOR scores by the number of the matched pairs. The re-
sults reveal that the framework has a critical problem, i.e., it cannot distinguish
good captions from bad captions in terms of video story description. In contrast,
SODA gave low scores for too many and too few captions. When we utilized a
small m, precision became high, while recall became low. Precision became low
and recall became high when we utilized a large m. Thus, SODA can penalize
inadequate captions.

Before we compare the performance of the two systems, we need to address
the question: “Which is better: E2E Transformer or LSTM in terms of video
story description?”. Therefore, we compared their oracle performances and their
diversities. We created the oracles as above and averaged their METEOR scores.
Then, we computed Self-BLEU [21]10 as a measure to assess the quality of oracle
captions in terms of diversity. The results shown in Table 2 demonstrate that E2E
Transformer outperformed LSTM in terms of both METEOR and Self-BLEU
scores with significant differences. Thus, we can conclude that the potential
of E2E Transformer to describe the video story is superior to that of LSTM.
Although LSTM outperformed E2E Transformer with the current evaluation
framework in Table 1, the result does not agree with Table 2. However, the

10 Self-BLEU has been used to assess the diversity of a set of generated sentences in
text generation tasks. A lower score indicates a higher diversity.
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Table 1. Changes of scores (%) obtained from the current evaluation framework and
SODA when varying the number of captions. Prec., Rec., and F1 indicate precision,
recall, and F-measure, respectively.

E2E Transformer [20] LSTM [17]

m 0.1 0.5 1.0 2.0 10 All 0.1 0.5 1.0 2.0 10 All

Current 3.78 4.04 4.10 4.14 4.18 4.19 4.72 4.88 4.92 4.94 4.96 4.97

Prec. 10.06 5.22 3.86 2.59 0.77 0.27 9.97 4.77 3.14 1.85 0.47 0.37

Rec. 1.43 2.79 3.86 5.18 7.65 8.76 1.42 2.54 3.14 3.70 4.53 4.66

S
O

D
A

(a
)

F1 2.51 3.63 3.86 3.45 1.40 0.52 2.44 3.32 3.14 2.46 0.86 0.63

Prec. 10.50 9.32 7.55 4.68 1.06 0.34 9.94 8.05 6.07 3.50 0.81 0.57

Rec. 1.50 4.97 7.55 9.36 10.52 11.1 1.42 4.29 6.07 7.00 7.75 7.82

S
O

D
A

(b
)

F1 2.62 6.48 7.55 6.24 1.92 0.66 2.43 5.60 6.07 4.67 1.47 1.05

Prec. 5.93 4.89 4.02 2.87 0.94 0.33 7.01 4.49 3.15 1.94 0.53 0.37

Rec. 0.84 2.61 4.02 5.74 9.30 10.62 1.00 2.40 3.15 3.87 5.06 5.25

S
O

D
A

(c
)

F1 1.47 3.41 4.02 3.83 1.70 0.63 1.75 3.12 3.15 2.58 0.96 0.71

Table 2. Average METEOR and Self-BLEU scores (%) for oracle captions.

E2E Transformer LSTM

METEOR 21.3 13.43

Self-BLEU 79.5 90.6

evaluation results with SODAs in Table 1 can agree with Table 2 in that E2E
Transformer outperformed LTSM.

Comparing the variants of SODA, the fluctuation of SODA (a) is smaller
than that of the other metrics since it received low scores when utilizing a big τ .
On the other hand, the scores of SODA (b) and (c) sensitively change with m,
and the fluctuation is large. To assess the performance of video story description,
the metric should be sensitive to the number of captions to be evaluated. Thus,
SODA (b) and (c) are more appropriate for measuring the performance of video
story description systems. Since SODA (c) involves the IoU in the evaluation
score, that is, the score depends both on METEOR and IoU, we believe that
SODA (c) is the most appropriate.

Detecting incorrect ordering: Table 3 shows the scores obtained with the
current evaluation framework and SODA (c) (F-measure) for correctly- and
incorrectly-ordered captions. With both metrics, the scores for captions with
incorrect ordering degraded properly. The percentage decreases for Shuffle are
larger than those for Swap because Shuffle tends to be worse in the ordering.
In comparing SODA with the current evaluation framework, the percentage de-
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Table 3. Evaluation scores (%) for captions with correct and incorrect order. The
number in parentheses indicates the percentage decrease from the score for Correct.

E2E Transformer LSTM

Correct Swap Shuffle Correct Swap Shuffle

Current 16.1 14.5 (-10.2 ) 10.8 (-33.1 ) 10.5 9.92 (-5.6 ) 8.58 (-18.4 )

SODA (c) 17.8 14.5 (-18.9 ) 7.66 (-57.0 ) 10.7 8.89 (-17.0 ) 5.60 (-47.7 )

creases for Shuffle with SODA (c) are in range of 47–57%, while those with Cur-
rent are in range of 18–33%. Therefore, SODA (c) can evaluate the incorrectly-
ordered captions more severely than the current framework. While the percent-
age decreases for Swap are smaller than those for Shuffle, we can find a similar
tendency as Shuffle that SODA (c) can evaluate the incorrectly ordered captions
more severely. These results indicate that SODA is more sensitive to the incor-
rect ordering of captions than Current, i.e., SODA is more suitable to evaluate
the story of a video than the current evaluation framework.

In summary, our experiments revealed that SODA finds inappropriate cap-
tions in terms of video story description. That is, SODA gives low scores to too
many or too few captions and incorrectly ordered captions. These are significant
advantages of SODA against the current evaluation framework.

6.3 Manual Evaluation

To investigate whether SODA agrees with human judgment, we computed the
accuracies of SODA (c) and the current evaluation framework against the results
obtained from human judgment, (1) that compared E2E Transformer with LSTM
oracles, and (2) that compared Shuffle with Swap for gold standard captions.11

We randomly selected 50 videos with less than 6 captions, whose length is from
90 to 180 seconds, from the validation data. Then, we showed the video and
the two captions to 12 crowdsourced workers and asked them to compare the
captions A and B and to select an integer score from -2 to 2, where the score
-2 indicates A is better and the score 2 indicates B is better. We asked them to
judge whether the captions correctly describe the entire video, and the events are
described in the correct order. We employed only faithful workers who correctly
answered test questions, which cannot be answered without watching the video.

In the former human judgment, E2E Transformer obtained better results
for 80% of the 50 videos. Thus, the results demonstrate that the potential of
E2E Transformer is superior to LSTM. The results agree with those in Table
2. The accuracies of SODA and the current evaluation framework against the
human judgment are 0.76 and 0.66, respectively. The results imply that SODA
is superior to the current evaluation framework.

11 In order to prevent Shuffle from being the same as Swap, we employed only captions
with reverse ordering of the gold standard as Shuffle in the human judgment.
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In the latter human judgment, Swap obtained better results for 94% of the 50
videos. The results are reasonable and agree with our intuition since Swap keeps
better temporal ordering than Shuffle. The results indicate that humans give
higher scores when captions meet correct ordering. The accuracies of SODA and
the current evaluation framework are 0.94 and 0.72, respectively. The results
also show that SODA is superior to the current evaluation framework.

7 Conclusion

In this paper, we demonstrated that the current evaluation framework, which
is the official evaluation framework utilized in ActivityNet Challenge, is inade-
quate for evaluating the performance of video story description systems. Then,
we proposed a new evaluation framework, Story Oriented Dense video cAption-
ing evaluation framework (SODA), to perform better evaluations. To match gen-
erated and reference captions considering temporal ordering, SODA first finds
the optimal matching that maximizes the sum of the IoU by using dynamic pro-
gramming. Then, it computes F-measure based on the METEOR scores for the
matched pairs.

Evaluation results obtained on the ActivityNet Captions dataset showed that
we can detect inadequate captions and too many or too few captions by utilizing
SODA, which cannot be detected by using the current evaluation framework.
Furthermore, we demonstrated that SODA gives lower scores to captions with
incorrect ordering and inconsistent story descriptions, than the current evalua-
tion framework. We also showed that SODA is superior to the current framework
in detecting appropriate captions and in detecting captions with incorrect tem-
poral order via manual evaluation.
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