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In this supplementary material,
A. we give additional details about our synthetic dataset,
B. we evaluate the performance of the proposed surface normal and reflectance estimation network (extended PS-FCN) on a distant-light photometric stereo dataset [3],
C. we show the results of reflectance estimation on our synthetic dataset,
D. we discuss the effect of perspective projection.

A Synthetic dataset

For our synthetic dataset in the main paper, to render the scenes with general BRDFs, we randomly selected some materials from the MERL BRDF database [2] for each scene. For Bunny and Ganesha we used the following five materials:

Bunny: blue-metallic-paint, fruitwood-241, green-metallic-paint, ipswich-pine-221, and special-walnut-224
Ganesha: cherry-235, gold-metallic-paint, green-latex, natural-209, and pickled-oak-260

For Blob03 we used Lambertian reflectance.

B Validation of extended PS-FCN

In Sec. 4.2 of the paper, we introduced an extension of PS-FCN [1] for joint estimation of surface normals and reflectances. The differences in terms of surface normal estimation are (1) normalization of the inputs and (2) simultaneous

Table S1. Comparison of the original PS-FCN [1] vs. our extended PS-FCN on the DiLiGenT datasets. Values are mean angular errors in degrees. The better results for each scene are marked up by bold font.

<table>
<thead>
<tr>
<th></th>
<th>ball</th>
<th>bear</th>
<th>buddha</th>
<th>cat</th>
<th>cow</th>
<th>goblet</th>
<th>harvest</th>
<th>pot1</th>
<th>pot2</th>
<th>reading</th>
<th>avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original PS-FCN</td>
<td>2.8</td>
<td>7.6</td>
<td>7.9</td>
<td>6.2</td>
<td>7.3</td>
<td>8.6</td>
<td>15.9</td>
<td>7.1</td>
<td>7.3</td>
<td>13.3</td>
<td>8.4</td>
</tr>
<tr>
<td>Extended PS-FCN</td>
<td>2.9</td>
<td>7.4</td>
<td>9.0</td>
<td>4.6</td>
<td>8.0</td>
<td>8.1</td>
<td>14.6</td>
<td>5.6</td>
<td>8.7</td>
<td>12.9</td>
<td>8.2</td>
</tr>
</tbody>
</table>
training of the surface normal and reflectance estimator networks. To verify that these changes did not degrade the accuracy of the surface normal estimation, we compared the original with the extended PS-FCN on the DiLiGenT dataset [3], which is a distant light dataset. Table S1 shows the mean angular errors for the original and the extended PS-FCN. We can see that the accuracies are on average very similar.

Since the extended PS-FCN estimates reflectances in addition to normals, we also show results of reflectance estimation for the DiLiGenT dataset. Figures S1 and S2 show re-renderings of DiLiGenT scenes using the estimated reflectances. We can see that the obtained reflectance estimates are quite good in most scenes.

**Fig. S1.** Part 1 of our re-rendering results of extended PS-FCN on DiLiGenT. For each scene, we selected 3 light conditions out of the 96 available ones. “GT” are the ground truth observations (i.e., input images) and “Rendered” are rendered images using the estimated reflectances. The error maps visualize the absolute error and the numbers next to the error maps are the mean absolute errors in a scaled intensity from 0 to 255. For better visualization, we applied brightness correction to the *ball,* specifically a scaling of intensities by the same factor for both the ground truth and the rendered images.
**Fig. S2.** Part 2 of our re-rendering results of extended PS-FCN on DiLiGenT. For better visualization, we applied brightness correction to *harvest* and *reading*. 
C Validation of reflectance estimation

In Sec. 5 of the main paper, we only showed results of reflectance estimation on our real-world dataset. Figure S3 shows re-renderings for our synthetic dataset using estimated reflectances. We can see that the obtained reflectance estimates are quite good in most scenes.

Fig. S3. Re-rendering results of our method for our synthetic dataset. For each scene, we selected 3 light conditions out of the 100 available ones. Each row corresponds to one lighting condition. “GT” and “Rendered” are the ground truth observations (i.e., input images) and rendered images using the estimated reflectances, respectively. The error maps visualize the absolute error and the numbers underneath the error maps are the mean absolute errors in a scaled intensity from 0 to 255. For better visualization, we applied brightness correction to the Bunny and Ganesha, specifically a scaling of intensities by the same factor for both the ground truth and the rendered images.

D Effect of perspective projection

As discussed in Sec. 6 of the main paper, here we demonstrate the effect of differences in focal length on the proposed surface normal estimation network. We created synthetic scenes of Blob03 with uniform Lambertian reflectance and varying focal length. To keep the scene size, we changed the camera position according to the focal length. All other settings were identical to the experiments in Sec. 5.1. We used the ground truth of the scene shape \( p_i \) to calculate the pseudo observation \( m'_{ij} \) in Eq. (4) and per-pixel lighting direction \( l_{ij} \) in Eq. (1) and fed them to the surface normal estimation network \( \mathbf{PS} (;) \) of Eq. (6) to obtain a prediction of the normal map.
With focal lengths of 120, 60, 30, 15, and 7.5 mm (35 mm-equivalent), the mean angular errors were 1.89°, 1.92°, 1.95°, 2.01°, and 2.08°, respectively. We can see that shorter focal lengths produce larger perspective distortion and therefore increase the estimation error, but not in a very significant way.
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