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1 Registration Results of T-ICP

In this section, we demonstrate several registration results by our Texture con-
strained ICP (T-ICP) in Fig. 1, which utilizes the face texture, from both the
RGB-D image and the face model, as a constraint during closest point matching.
The T-ICP not only completes the depth image to a full 3D face but also gets
the topology-uniformed 3D geometry. The registration results are further used
in out-of-plane pose augmentation in the next section.

Fig. 1. The registration results of T-ICP from FRGC [4], BP4D [6] and CASIA-3D [3].
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2 Results of Out-of-plane Pose Augmentation

In this section, we demonstrate the synthesized samples of our out-of-plane pose
augmentation, shown in Fig. 2. Since the augmentation is constrained by real
depth information, the synthesized images are close to the ground-truth profile.

(a) Augmentation results of FRGC samples

(b) Augmentation results of BP4D samples

(c) Augmentation results of CASIA-3D samples

Fig. 2. The synthesized samples of our out-of-plane pose augmentation, from (a)
FRGC [4], (b) BP4D [6], (c) CASIA-3D [3]. The red contour indicates the base image.
We augment each image by enlarging the yaw angle until 90◦, and randomly enlarging
the pitch angle within 25◦.
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3 Visualization of the Attention in the Model-view

In this section, we provide visualizations about the attention map from the UV-
visibility in Fig. 3, illustrating the learned knowledge from this map. We can
see that the weights on the self-occluded regions are close to zero to eliminate
the unreliable textures, which also implicitly encode the pose information of the
original face image.

Fig. 3. The attention map learned from the UV-visibility.

4 Registering Florence

In this section, we detail how we register the samples of the Florence [2] dataset
for evaluation, shown in Fig. 4. In the Florence, we aim to register the “frontal1”
3D mesh of each subject. Firstly, we render the 3D mesh to an image (Fig. 4(a))
and detect 240 landmarks (Fig. 4(b)). The landmarks are manually checked to
ensure the accuracy. Secondly, we fit 3DMM to the image with Multi-Features
Framework (MFF) [5]. With the dense landmarks as a solid constraint through-
out the fitting process, the MFF can always converge to a good initial shape
(Fig. 4(c)). Thirdly, we rigid transform the initial shape to the 3D mesh with
10 manually labelled 3D landmarks, providing a close enough initialization for
non-rigid registration (Fig. 4(d)). Finally, we perform registration by the Optimal
Non-rigid ICP [1] method, where the large missing regions are constrained by the
initial shape. The parameters in Optimal Non-rigid ICP including the landmark
weight, the stiffness weight and the distance threshold are manually adjusted for
each sample to ensure the robustness. Note that, we use ICP rather than our
T-ICP during registering, which aims to avoid the over-fitting in topology for
fair comparison. Some registration results are shown in Fig. 5.
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Fig. 4. The process to register Florence [2] samples.

Fig. 5. The registration results of Florence [2].
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