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1 Implementation Details

1.1 Data Augmentation
We flipped the images horizontally with a probability of 0.5. Due to the small number of images in selfie2anime [3]
dataset, we also applied colour jittering with up to hue = 0.15, random grayscale with a probability of 0.25, random
rotation with up to 35◦, random translation of up to 0.1 of the image, and random perspective with distortion scale
of 0.35 with a probability of 0.5. We trained on the original images, without data augmentation, on the last 100K
iterations [7].

Model glasses removal Model male to female Model selfie to anime
FID KID FID KID FID KID

CycleGAN 48.71
0.043
±0.0011

CycleGAN 21.30
0.021
±0.0003

CycleGAN 102.92
0.042
±0.0019

CycleGAN-5 44.51
0.040
±0.0008

CycleGAN-5 22.10
0.021
±0.0004

CycleGAN-5 100.41
0.041
±0.0024

CycleGAN-1 42.08
0.038
±0.0007

CycleGAN-1 33.57
0.037
±0.0005

CycleGAN-1 99.39
0.035
±0.032

DiscoGAN 58.14
0.054
±0.0010

DiscoGAN 58.77
0.065
±0.0005

DiscoGAN 155.20
0.120
±0.0063

MUNIT 28.58
0.026
±0.0009

MUNIT 19.02
0.019
±0.0004

MUNIT 101.30
0.043
±0.0041

DRIT++ 33.06
0.026
±0.0006

DRIT++ 24.61
0.023
±0.0002

DRIT++ 104.40
0.050
±0.0028

Fixed-Point
GAN 44.22

0.038
±0.0009

StarGAN 36.17
0.034
±0.0005

U-GAT-IT 99.15
0.039
±0.0030

CouncilGAN 27.77
0.025
±0.0011

CouncilGAN 18.10
0.017
±0.0004

CouncilGAN 98.87
0.042
±0.0047

ACL-GAN 23.72 0.020
± 0.0010

ACL-GAN 16.63 0.015
± 0.0003

ACL-GAN 93.58 0.037
± 0.0036

ACL-GAN-0.2 23.72 0.020
± 0.0010

ACL-GAN-0.2 16.63 0.015
± 0.0003

ACL-GAN-0.2 95.43 0.038
± 0.0020

Table 1: Quantitative results of glasses removal, male-to-female translation, and selfie-to-anime translation. For
KID, mean and standard deviation are listed. A lower score means better performance. U-GAT-IT [3] is in light mode.
Our method outperforms all other baselines in all applications.

1.2 Hyperparameters
In our experiment, λidt is fixed to be 1 for all tasks. We test λACL with 0.2 on selfie2anime dataset, represented as
ACL-GAN-0.2 and we find that λACL of 0.2 works for all tasks. Besides, the hyperparameters related to bounded
focus mask, have certain meanings and can be easily set according to different tasks. We run CycleGAN with smaller
λcycle 5 and 1, represented as CycleGAN-5 and CycleGAN-1 respectively. The results are shown in Table 1, which
are worse than ours.

2 Additional Experimental Results

2.1 Ablation Studies
In addition to the male-to-female translation, this section evaluates different ablations for both glasses removal and
selfie-to-anime translation.
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Input ACL-A ACL-IACL-GAN ACL-M

Figure 1: Qualitative results for ablation studies on glasses removal. From left to right: input, ACL-GAN (with
total loss), ACL-A (without Lacl), ACL-I (without Lidt), ACL-M (without Lmask).

Model Lacl Lidt Lmask FID KID
ACL-A - X X 26.79 0.025 ± 0.0011
ACL-I X - X 26.66 0.025 ± 0.0011

ACL-M X X - 24.95 0.021 ± 0.0009
ACL-GAN X X X 23.72 0.020 ± 0.0010

Table 2: Quantitative results for ablation studies on glasses removal.

Specifically, for glasses removal, we conduct the same four settings as the male-to-female translation. The qualita-
tive results are shown in Fig. 1. Due to relatively deterministic translation results, we only show one translated image
of ACL-GAN, ACL-I, and ACL-M for each input image. However, without adversarial-consistency loss Lacl, the re-
sults of ACL-A are inconsistent with the input images, e.g. the results are more feminine because of the imbalance of
the dataset and the eye shapes are different with those in the input images.

Model Lacl Lidt Lmask FID KID
ACL-A - X - 101.38 0.044 ± 0.0026
ACL-I X - - 95.81 0.038 ± 0.0039

ACL-GAN X X - 93.58 0.037 ± 0.0036

Table 3: Quantitative results for ablation studies on selfie-to-anime translation.

For selfie-to-anime translation, the style of selfies should be changed. Therefore, we did not use bounded focus
mask and we compared three ablation settings, ACL-GAN (with total loss), ACL-A (withoutLacl), and ACL-I (without
Lidt). Two results are shown in Fig. 2 for each model and each input. The generated images of ACL-GAN successfully
preserve the important features of the input, compared with ACL-A.

The quantitative results are shown in Table 2 and Table 3. The results are consistent with those of male-to-female
translation and they show the effectiveness of adversarial-consistency loss, identity loss and bounded focus mask.

2.2 Additional Qualitative Results
To further demonstrate the effectiveness of ACL-GAN, we show the translated images along with the generated
bounded focus masks in Fig. 3, 4 and 5. For glasses removal and male-to-female translation, we show one results
and its bounded focus mask of ACL-GAN for each input. For selfie-to-anime, the bounded focus mask is not used
and two results of ACL-GAN are exhibited for each input. We further test DiscoGAN [4] with the same setting of our
paper. The results are shown in Table 1 which are worse than ours and show that smaller bottleneck is not sufficient to
overcome the drawbacks of cycle loss.
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Input ACL-A ACL-IACL-GAN

Figure 2: Qualitative results for ablation studies on selfie-to-anime translation. From left to right: input, ACL-
GAN (with total loss), ACL-A (without Lacl), ACL-I (without Lidt). Bounded focus mask and Lmask are not used for
all models on selfie-to-anime translation.

Input CycleGAN MUNIT DRIT++Fixed-Point CouncilGANACL-GAN Mask

Figure 3: Additional qualitative results on glasses removal. From left to right: input, our ACL-GAN, mask of ACL-
GAN, CycleGAN [9], MUNIT [2], Fixed-Point GAN [8], DRIT++ [6, 5], and CouncilGAN [7].
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Input CycleGAN MUNIT DRIT++StarGAN CouncilGANACL-GAN Mask

Figure 4: Comparison against baselines on male-to-female translation. From left to right: input, our ACL-GAN,
mask of ACL-GAN, CycleGAN [9], MUNIT [2], StarGAN [1], DRIT++ [6, 5], and CouncilGAN [7].

Input CycleGAN MUNIT DRIT++U-GAT-IT CouncilGANACL-GAN

Figure 5: Comparison against baselines on selfie-to-anime translation. From left to right: input, our ACL-GAN,
CycleGAN [9], MUNIT [2], U-GAT-IT [3], DRIT++ [6, 5], and CouncilGAN [7].
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