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1 Discretization and Inverse-Quantization

In this section, we illustrate the generation of counting intervals (‘Discretization’)
and inverse-quantization [2] in detail.

1.1 Counting Intervals Generation

First, given a map of dotted annotations, it is convoluted by the Gaussian kernel
to compute the density map D (p) [1], which takes the form

D (p) =

N∑
i=1

δ (p−Di) ∗Gσi
(p) (1)

where p ∈ I is a pixel in the image I, Di is the i-th dot annotation of I, and
Gσi is a Gaussian kernel with the variance of σi. In this paper, we employ the
adaptive Gaussian kernel [4], whose variance is defined by

σi = βd̄i , (2)

where d̄i is the average distance between the dot point Di and its 3-nearest dot
points, β is a hyperparameter which is set to 0.3 following [4].

Further, the density map is summed at patch-level to compute patch count
N [3]

Ni =
∑
pb∈Pi

D (pb) , (3)

where Pi is the i-th patch of the image I.
Finally, the count value is quantized to compute the count interval C [2]

Ci = Q(Ni) =

{
0 Ni = 0

max
(
floor

(
log(Ni)−l

w + 2
)
, 1
)
Otherwise

, (4)

where w is the width of the quantized interval in log space, l is a hyperparameter
which means the interval of

(
0, el

]
is divided as an independent class [2]. In this

paper, we set w = 0.1 and l = −2.
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1.2 Inverse-Quantization

During testing, the counting value is recovered from the counting interval by the
inverse-quantization IQ [2], i.e.,

Ni = IQ(Ci) =

0 Ci = 0
1
2exp(l + w(Ci − 1)) Ci = 1
1
2exp(l + w(Ci − 2)) + 1

2exp(l + w(Ci − 1)) Otherwise
(5)

GT:361 EST:366.9

GT:384 EST:408.7

GT:218 EST:222.5

Fig. I. Qualitative results of LibraNet on the ShanghaiTech part A dataset. From left
to right, there are testing images, density maps with ground-truth counts, and our
estimated results.
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Fig. II. Qualitative results of LibraNet on the ShanghaiTech part B dataset. From left
to right, there are testing images, density maps with ground-truth counts, and our
estimated results.
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Fig. III. Qualitative results of LibraNet on the UCF CC 50 dataset. From left to right,
there are testing images, density maps with ground-truth counts, and our estimated
results.
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Fig. IV. Qualitative results of LibraNet on the UCF-QNRF dataset. From left to right,
there are testing images, density maps with ground-truth counts, and our estimated
results.
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Fig.V. Failure cases. The first 2 cases from the ShanghaiTech Part B dataset show that
our method suffers from the training bias caused by long-tailed distribution, leading to
under-estimations. The 3-rd and 4-th rows demonstrate that LibraNet can be affected
by illumination variations. The last 2 rows illustrate that our method fails due to blurry
appearance. In each row, from left to right, there are testing images, density maps with
ground-truth counts, and our estimated results.


