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Abstract. This paper focuses on learning transferable adversarial ex-
amples specifically against defense models (models to defense adversarial
attacks). In particular, we show that a simple universal perturbation can
fool a series of state-of-the-art defenses.
Adversarial examples generated by existing attacks are generally hard
to transfer to defense models. We observe the property of regional ho-
mogeneity in adversarial perturbations and suggest that the defenses
are less robust to regionally homogeneous perturbations. Therefore, we
propose an effective transforming paradigm and a customized gradient
transformer module to transform existing perturbations into regionally
homogeneous ones. Without explicitly forcing the perturbations to be
universal, we observe that a well-trained gradient transformer module
tends to output input-independent gradients (hence universal) benefit-
ing from the under-fitting phenomenon. Thorough experiments demon-
strate that our work significantly outperforms the prior art attacking
algorithms (either image-dependent or universal ones) by an average im-
provement of 14.0% when attacking 9 defenses in the transfer-based
attack setting. In addition to the cross-model transferability, we also ver-
ify that regionally homogeneous perturbations can well transfer across
different vision tasks (attacking with the semantic segmentation task
and testing on the object detection task). The code is available here:
https://github.com/LiYingwei/Regional-Homogeneity.
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1 Introduction

Deep neural networks are demonstrated vulnerable to adversarial examples [67],
crafted by adding imperceptible perturbations to clean images. The variants
of adversarial attacks [3, 9, 12, 20, 21, 30, 32, 33, 53, 56, 63, 64, 80] cast a security
threat when deploying machine learning systems. To mitigate this, large efforts
have been devoted to adversarial defense [7, 34, 47, 72], via adversarial train-
ing [42, 48, 69, 76, 68, 77, 74], randomized transformation [14, 26, 45, 75] etc..
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Fig. 1. Illustration of region
homogeneity property of
adversarial perturbations
by white-box attacking
naturally trained models
(top row) and adversarially
trained models (bottom
row). The adversarially
trained models are acquired
by (a) vanilla adversar-
ial training [48, 76], (b)
adversarial training with
feature denoising [76], (c)
universal adversarial train-
ing [61], and (d) adversarial
training for medical image
segmentation [41]

The focus of this work is to attack defense models, especially in the transfer-
based attack setting where models’ architectures and parameters remain un-
known to attackers. In this case, the adversarial examples generated for one
model, which possess the property of “transferability”, may also be misclassified
by other models. To the best of our knowledge, learning transferable adversarial
examples for attacking defense models is still an open problem.

Our work stems from the observation of regional homogeneity on adversar-
ial perturbations in the white-box setting. As Figure 1(a) shows, we plot the
adversarial perturbations generated by attacking a naturally trained Resnet-
152 [28] model (top) and an representative defense one (i.e., an adversarially
trained model [48, 76]). It suggests that the patterns of two kinds of pertur-
bations are visually different. Concretely, the perturbations of defense models
reveal a coarser level of granularity, and are more locally correlated and more
structured than that of the naturally trained model. The observation also holds
when attacking different defense models (e.g ., adversarial training with feature
denoising [76], Figure 1(b)), generating different types of adversarial examples
(image-dependent or universal perturbations [61], Figure 1(c)), or tested on dif-
ferent data domains (CT scans [58], Figure 1(d)).

Motivated by this observation, we suggest that regionally homogeneous per-
turbations are strong in attacking defense models, which is especially helpful
to learn transferable adversarial examples in the transfer-based attack setting.
Hence, we propose to transform the existing perturbations (those derive from
differentiating naturally trained models) to the regionally homogeneous ones. To
this end, we develop a novel transforming paradigm (Figure 2) to craft region-
ally homogeneous perturbations, and accordingly a gradient transformer module
(Figure 3), to encourage local correlations within the pre-defined regions.


