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Validation of 1AC+D in the 1-point RANSAC scheme
The proposed 1AC+D solver estimates the camera pose using a single corre-
spondence and, thus, it can be applied in the 1-point RANSAC scheme. In our
proposal, it is also combined with the local optimization of GC-RANSAC [1].
This supplementary material contains a brief evaluation of what inlier/outlier
ratios are expected when using deep-learned depth prior [2], combined with affine
correspondences [3].

Applicability of local optimization. For this validation, it is interesting to
see how many of the obtained correspondences lead to a sufficient number of in-
liers, when the proposed 1AC+D method is applied in the 1-point RANSAC
scheme. We consider an inlier number sufficient if the five-point algorithm,
considering only the point coordinates from the correspondences, is applicable.
When enough inliers are obtained, local optimization can further refine the inlier
set while proposing an improved estimate of the camera pose. Therefore, if at
least 6 inlier correspondences are found, the local optimization is applicable.

We took all correspondences of all image pairs from two scenes – i.e. ‘Alamo’
and ‘Madrid Metropolis’ – of the 1DSfM [4] dataset. To each image pair, we ap-
plied the proposed 1AC+D solver on each detected correspondence to determine
the relative pose and measured the percentage of its inliers. We took the aver-
age over all correspondences of all image pairs and found that in scene ‘Madrid
Metripolis’, ∼25.1 % of the correspondences lead to an inlier set of at least 6
elements, while in ‘Alamo’ ∼31.3 % of the correspondences lead to an inlier set
of at least 6 elements.In these cases local optimization is applicable to polish the
pose parameters on a larger-than-minimal inlier set.

Applicability of 1-point RANSAC. The 1-point RANSAC scheme can han-
dle particularly low number of inliers. Thus, to see the applicability of this
scheme, we measured what percentage of correspondences lead to accurate pose
estimation, when applying 1AC+D on them.
⋆ Source code available here: https://github.com/eivan/one-ac-pose
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Fig. 1. The CDFs of rotation and translation errors obtained using 1AC+D on all
correspondences of all image pairs from two scenes of the 1DSfM [4] dataset. Being
more accurate is interpreted as a curve close to the top-left corner.

Fig. 1 shows the cumulative distribution functions (CDFs) of rotation and
translation estimation errors for the ‘Alamo’ and ‘Madrid Metropolis’ scenes of
the 1DSfM [4] dataset. It is visible from the CDFs, that a fairly low percentage
of correspondences lead to accurate pose estimates. In fact, the percentage of
correspondences that simultaneously yield low rotation and translation errors
(20◦ and 15◦, respectively) is even lower, about 2.7 % and 4 % for the two scenes.

Due to the fact that the proposed 1AC+D solver require only a single cor-
respondence, such a low inlier ratio can still be handled and the accurate pose
obtained. Given a confidence of 0.99 and an inlier ratio of 4 %, 1-point RANSAC
would only need to perform 112 iterations. That is equivalent to only about
14 896 FLOPs when using 1AC+D, not considering the few additional local
optimization steps. Consequently, even though the bad quality of the relative
depth, the proposed solver is able to recover the sought pose parameters. For
more details on the theoretical number of RANSAC iterations and the perfor-
mance of our proposed method, the Reader is referred to Fig. 2 and Table 1 of
our paper.

Conclusion

This brief evaluation suggests that, given the noisy correspondences obtained
using the deep-learned depth priors and extracted affine features, 1AC+D pro-
duces a fairly low percentage of true inliers. Note that given higher-quality data,
e.g. when using the metric depth from a depth camera, the above numbers are
only expected to improve. Even though, the proposed 1-point RANSAC scheme
easily handles such a high outlier ratio, resulting in low number of iterations and
accurate results.
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