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A General Formation of Shape Adaptors

In our paper, we formulated shape adaptors as a two-branch design, where input
feature maps are processed by two branches, with the output feature maps then
being recombined. Shape adaptors can be extended into a multi-branch design,
into a more general manner. Each shape adaptor module is then composed with
K ≥ 2 resizing layers Fi=1:K , with fixed reshaping factors ri=1:K > 0, and the
corresponding learnable scaling weight parameters αi=1:K ∈ (0, 1).

We first define the set of reshaping factors ri, and scaling weights αi in resizing
layers Fi:

r = {ri=1:K | ri > 0, ∃m,n : rm 6= rn} ,α =

{
αi=1:K

∣∣∣∣∣
K∑
i=1

αi = 1, αi > 0

}
. (1)

The general system for a shape adaptor module is formulated as follows:

ShapeAdaptor(x,α, r) =

K∑
i=1

αi ·G
(
Fi (x, ri) ,

s(α)

ri

)
, (2)

with s(α) satisfies

s(α)αk→1 = rk, and s(α) 7→ R. (3)

Then, the module’s learnable reshaping factor mapped from scaling weights α→
s(α), is defined in the search space interval R = (min(r), max(r)).

The weighted generalised mean:

s0(α) =

K∏
i=1

rαi
i , and sp(α) =

(
K∑
i=1

αir
p
i

)1/p

, p 6= 0 (4)

are examples of suitable reshaping function design.
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The general design for multi-branch shape adaptors can be inserted into more
complicated networks architectures, such as ResNeXt [5] and Xception [2]. It
can also be seen as a direct enhancement to spatial pyramid pooling [3,1], and
U-Net [4], to enable them propagate context information from different, rather
than the same feature dimensions.

B The Complete Hyper-Parameter Table

In this section, for reproducibility, we present a detailed list of hyper-parameter
choices, across all networks and datasets evaluated in Table 1.

Small Datasets: [32 × 32] Fine-Grained Datasets: [224 × 224] ImageNet: [224 × 224]

VGG-16 ResNet-50MobileNetv2VGG-16 ResNet-50MobileNetv2 VGG-16 ResNet-50MobileNetv2

A - Learning Rate 0.1 0.1 0.1

A - Optimiser SGD with 0.9 momentum SGD with 0.9 momentum SGD with 0.9 momentum

A - Scheduler Cosine Annealing Cosine Annealing Cosine Annealing

A - Update Step 20 20 1500

A - Number Eq. 2: log2(Din/2) (4 for [32 × 32] images, 6 for [224 × 224] images)

A - Initialisation Eq. 4 with Dout = 8

A - Location Uniformly distributed (across all layers except for the last layer)

A - Search Space (0.5, 1.0) (for every shape adaptor module)

W - Learning Rate 0.1 0.01 0.1 0.1 0.05

W - Optimiser SGD with 0.9 momentum SGD with 0.9 momentum SGD with 0.9 momentum

W - Weight Decay 5 · 10−4 5 · 10−4 4 · 10−5 5 · 10−4 5 · 10−4 4 · 10−5 5 · 10−4 5 · 10−4 4 · 10−5

W - Scheduler Cosine Annealing Cosine Annealing Cosine Annealing

Batch Size 128 8 32 (per GPU) for 8 GPUs

Epochs 200 200 120

Table 1: The complete hyper-parameter applied to reproduce Table 1.



Shape Adaptor: A Learnable Resizing Module 3

C Negative Results

– Other choices in shape adaptor search space. We experimented with
shape adaptors in the reshaping range (0.25, 1), which we found to converge
to a similar overall network shape, but with degraded performance compared
to the current setting. We also experimented with shape adaptors with the
reshaping range in (0.5, 2.0), which we found to have very unstable learning
dynamics, and often with out of memory issues.

– Other choices in reshaping function design. We evaluated shape adap-
tors with the reshaping function s(α) = 1

α/r1+(1−α)/r2 , a weighted harmonic

mean, which we found to have no improvements compared to the current
setting.

– Other optimisation methods. We experimented with updating network
shape parameters and weight parameters based on a different sample in the
training dataset, which we found to have a degraded performance compared
to the current setting.

– Learning shape with prior structure knowledge. We have experi-
mented with directly replacing human-designed resizing layers with shape
adaptors, which we found to have a minor effect on final performance com-
pared to the current setting.

– Alternative shape adaptor design in a residual cell. We have exper-
imented with an alternate design of the residual cell, with [1 × 1] convolu-
tion layer as the identity branch, and with the weight layer as the resizing
branch. The final performance with such design achieved worse performance
compared to the current setting.
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