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Fig.1: Human-object interaction (HOI) detection using dual relation
graph. Predicting each HOI in isolation is ambiguous due to the lack of context.
In this work, we propose to leverage a dual relation graph. For each human node
h, we obtain a human-centric subgraph where all object nodes are connected to
h. Similarly, we can obtain an object-centric subgraph for each object node o.
The human subgraph helps to adjust single HOI'’s prediction based on the same
person’s other HOIs. For example, knowing a person is wearing a
and hitting a suggests that the person may be holding a
baseball bat. Similarly, the object subgraph helps to refine the HOI’s prediction
based on other HOIs associated with the same object. For example, knowing a
baseball bat is held by a person lowers the chance that it is held by another
. Our method exploits such cues for improving HOI detection.

Abstract. We tackle the challenging problem of human-object interac-
tion (HOI) detection. Existing methods either recognize the interaction
of each human-object pair in isolation or perform joint inference based
on complex appearance-based features. In this paper, we leverage an
abstract spatial-semantic representation to describe each human-object
pair and aggregate the contextual information of the scene via a dual
relation graph (one human-centric and one object-centric). Our proposed
dual relation graph effectively captures discriminative cues from the scene
to resolve ambiguity from local predictions. Our model is conceptually
simple and leads to favorable results compared to the state-of-the-art
HOI detection algorithms on two large-scale benchmark datasets.

1 Introduction

Detecting individual persons and objects in isolation often does not provide
sufficient information for understanding complex human activities. Moving beyond
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detecting /recognizing individual objects, we aim to detect persons, objects, and
recognize their interaction relationships (if any) in the scene. This task, known as
human-object interaction (HOI) detection, can produce rich semantic information
with visual grounding.

State-of-the-art HOI detection methods often use appearance features from
the detected human/object instances as well as their relative spatial layout for
predicting the interaction relationships [1,3,9,12, 13, 14,21,24, 25,32 /40,41,51].
These methods, however, often predict the interaction relationship between each
human-object pair in isolation, thereby ignoring the contextual information
in the scene. In light of this, several methods have been proposed to capture
the contextual cues through iterative message passing [34,13] or attentional
graph convolutional networks [44]. However, existing approaches rely on complex
appearance-based features to encode the human-object relation (e.g., deep features
extracted from a union of two boxes) and do not exploit the informative spatial
cues. In addition, the contexts are aggregated via a densely connected graph
(where the nodes represent all the detected objects).

In this paper, we first propose to use spatial-semantic representation to
describe each human-object pair. Specifically, our spatial-semantic representation
encodes (1) the relative spatial layout between a person and an object and (2)
the semantic word embedding of the object category. Using spatial-semantic
representation for HOI prediction has two main advantages: First, it is invariant
to complex appearance variations. Second, it enables knowledge transfer among
object classes and helps with rare interaction during training and inference.

While such representations are informative, predicting HOI in isolation fails to
leverage the contextual cues. In the example of Figure 1, a model might struggle
to recognize that the person (in the red box) is hitting the baseball, by using
only the spatial-semantic features from this particular human-object pair. Such
ambiguity, however, may be alleviated if given the relation among different HOIs
from the same person, e.g., this person is wearing a baseball helmet and holding
a baseball bat. Similarly, we can exploit the relations among different HOIs from
the same object. For example, a model may recognize both persons are holding
the same baseball bat when making prediction independently. Knowing that the
person (red box) is more likely to hold the baseball bat reduces the probability
of another person (blue box) holding the same baseball bat. Inspired by these
observations, we construct a human-centric and an object-centric HOI subgraph
and apply attentional graph convolution to encode and aggregate the contextual
information. We refer to our method as Dual Relation Graph (DRG).

Our contributions.

— We propose Dual Relation Graph, an effective method to capture and aggre-
gate contextual cues for improving HOI predictions.

— We demonstrate that using the proposed spatial-semantic representation alone
(without using appearance features) can achieve competitive performance
compared to the state-of-the-art.

— We conduct extensive ablation study of our model, identifying contributions
from individual components and exploring different model design choices.



DRG: Dual Relation Graph for Human-Object Interaction Detection 3

(a) Object detection (b) Independent (c) Densely connected (d) Ours (human-centric)

Fig. 2: Leveraging contextual information. Given object detections in the
scene (a), existing HOI detection algorithms only performindependent prediction

for each Human-object pair (b), ignoring the rich contextual cues. Recent methods
in visual relationship detection (or scene graph generation) performoint inference

on a densely connected graph (c). While being general, the large number of
relations among the dense connections makes the learning and inference on such
a graph challenging. In contrast, our work leverages the human/object-centric
graph to focus only on relevant contexts for improved HOI detection (d).

We achieve competitive results compared with the state-of-the-art on the
VCOCO and HICO-DET datasets.

2 Related Work

Human-object interaction detection. The task of human-object interaction
detection aims to localize persons, object instances, as well as recognize the
interactions (if any) between each pair of a person and an object. State-of-the-art
HOI detection algorithms generally rely on two types of visual cues: (1) appearance
features of the detected persons and objects (e.g., using the ROI pooling features
extracted from a ConvNet) and (2) the spatial relationship between each human-
object pair (e.g., using the bounding box transformation between the agent and
the object [12,13, 14], a two-channel interaction pattern [3, 9], or modeling the
mutual contexts of human pose and object [14,24,46]). Recent advances focus on
incorporating contexts to resolve potential ambiguity in interaction prediction
based on independent human-object pairs, including pairwise body-parts [7,40]
or object-parts [51], instance-centric attention [9,41], or message passing on a
graph [34]. Our work shares similar spirits with these recent e orts as we also aim
to capture contextual cues. The key di erence lies in that the above approaches
learn to aggregate contextual information from the other objects, body parts, or
the scene background, while our method exploitselations among di erent HOIs

to re ne the predictions.

Inspired by the design of two-stage object detectors [35], recent works also
show that ltering out candidate pairs with no relations using a relation proposal
network [44] or an interactiveness network [24] improves the performance. Our
method does not train an additional network for pruning unlikely relations. We
believe that incorporating such a strategy may lead to further improvement.

Recent advances in HOI detection focus on tackling the long-tailed distribu-
tions of HOI classes. Examples include transferring knowledge from seen categories
to unseen ones by an analogy transformation [31], performing data augmentation
of semantically similar objects [1], or leveraging external knowledge graph [20].



