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Supplementary Material

Performance of the VGQE-only model

The question representation from the VGQE contains visual information too.
To understand whether only such visual information in the question is enough
for better performance or if we need further interactions with the image, we
experiment as follows. We directly predict the answer from the VGQE output
without looking at the image again. We got an overall accuracy of 44.46 on the
VQA-CPv2. From this experiment, we infer that using only the visual informa-
tion from the visually-grounded question may not be sufficient for questions that
require specific object-level interactions from the scene, besides only the visual
information. E.g., questions like, ”What is the person next to the car doing?”,
”How many are riding bicycles?”, etc. Hence, further interactions between the
question and various objects from the image are required for improved perfor-
mance.

Implementation details

Feature extraction: In all our experiments, we use the fixed-sized (36) object-
level image features provided by [2] as V (dv = 2048). These features are ob-
tained from Faster-RCNN [12] trained on Visual Genome [7], with ResNet-101 [5]
as the backbone. We did not fine-tune the image features. We use the pre-
trained Glove [10] word-embeddings (trained on “Common Crawl”) to extract
the object-label and question word features (dw = 300). If the object-label con-
tains two words, we take the sum of the word-embeddings of the individual
words as the word-embedding vector. We use a similar question pre-processing
as in [4], such as lower-case transformation, removing punctuation, etc. If a ques-
tion word is not there in the Glove word embedding vocabulary, we use the word
embedding of its synonym or other words that give the same meaning.
Model parameters: Inside VGQE, we use a Bi-directional GRU with a hidden
state dimension of 1024 as the RNN cell. We use the fine-tuned question word
embedding dimension, d = 512. In the BLOCK fusion, we use a similar setting
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as in [4], which consists of 15 chunks, each of rank 15, the dimension of the
projection space is 1000, and the output dimension is 2048.
Dataset and training: We use the VQA-CPv2 dataset [1] to train and evaluate
the language-bias reduction capacity of the models. We also use the VQAv2
dataset to train and evaluate the models on the standard VQA benchmark. For
both VQA-CPv2 and VQAv2, we consider the most frequent 3000 answers as
the answer vocabulary as in prior works [1, 11, 4] and the evaluation metric used
is the VQA accuracy [3]. We also use the questions from Visual Genome [7]
that matches the answer vocabulary, following the prior works [2, 6]. We train
the models using the Adamw [8] optimizer with weightdecay = 2 ∗ 10−5 and
cross-entropy loss. For the baseline model, we set the initial learning rate as
3.5 × 10−4 and linearly increase it by a factor of 0.25 till epoch 11. Then we
decay the learning rate by a factor of 0.25 with a step size of 2. For the BAN
baseline, we used an initial learning rate of 2 × 10−4 and followed the same
scheduling algorithm as above. For the UpDn baseline, we fixed the learning rate
as 2 × 10−4 and used the Binary-Cross entropy loss. We use gradient clipping
with a norm threshold as 0.25. We use a batch size of 128 and dropout value
as 0.2. For implementing all the models, we use the PyTorch [9] deep-learning
framework.
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