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6 Appendix

In this section, we supplement additional quantitative and qualitative results
that are not reported in the main paper. To demonstrate effectiveness of our
methods in terms of visual quality and preventing undesired change, we first
report two quantitative results i.e., FID score (subsection 6.1) and user study
(subsection 6.2) with state-of-the-art methods [1, 2, 5] In addition, we present
additional comparison results with [1, 2, 5, 7] in subsection 6.3 and then show
extra results of CAFE-GAN in subsection 6.4.

6.1 FID Score

We first report FID (Fréchet Inception Distance) scores [3] which is commonly
used as metrics of GAN models. We use the following methods and conditions
to measure FID scores. First, we split the celebA test set in two subsets (TestA
and TestB). TestA is used as source image of editing task and TestB is used to
measure FID score. Therefore, we compare two sets of images (Test A′(set of
fake images resulted from TestA) vs. TestB(real)). By doing this, we try to avoid
the effect of similar input and output when measuring FID scores and the results
are listed in Table. 1. Our model outperforms the other methods in all tasked
attributes except for a few cases. Note that we set every image to undergo some
changes (e.g., bang → no bang, no bang → bang if Bangs is given), so that an
evaluation by FID score becomes meaningful.

Table 1: FID (Fréchet Inception Distance) scores. Lower is better.

Bald Bangs Blond h. Eyegl. Gender Musta. Aged Mouth Avg.

AttGAN 18.51 14.38 18.11 34.89 22.35 9.52 13.02 9.11 17.49
StarGAN 25.15 17.62 25.16 26.71 20.59 16.85 18.83 13.67 20.57
STGAN 14.97 8.03 15.28 12.83 11.01 4.99 7.03 6.33 10.06
CAFE-GAN 13.73 7.85 14.00 8.05 8.10 5.47 5.59 4.84 8.44
Real img. 3.03
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Table 2: Comparisons on the user preference. Numbers indicate the percentage
of preference on each attribute.

Bald Bangs Blond h. Gender Aged Mouth Avg.

AttGAN 1.34 29.34 13.42 13.2 14.37 15.29 14.49
StarGAN 2.39 21.73 11.19 5.26 13.64 4.64 9.81
STGAN 21.42 22.56 24.32 35.21 31.56 12.45 24.59
CAFE-GAN 74.85 26.37 51.07 46.33 40.43 67.62 51.11

6.2 User Study

Since there is no ground truth as to where to change or preserve in attribute
editing, the criteria for this can vary from person to person. We thus report
results of a user study with a survey platform. The number of attributes used in
the evaluation is six. Each user evaluated 10 images per attribute, thus a total
of 60 images were evaluated by each user, and they were directed to choose the
best edited image with quality considering the specified attributes. The results
are listed in Table 2. Our model achieves higher score that other models in five
attributes and with a large gap in specific attributes such as Bald. Our model
get lower score in Bangs.

6.3 Additional Comparison Results

We first present additional comparison of qualitative results with same mod-
els used in main paper, i.e., AttGAN [2], StarGAN [1], and STGAN [5] on
CelebA [6] images (128 × 128) in Fig. 1. we also present comparison results on
CelebA-HQ dataset [4] which contains 30,000 images in CelebA with high qual-
ity. We use 256 × 256 images for comparison with RelGAN [7] which use the
difference between a target and a source vector (relative attributes) to constrain
in addressing selected attributes. The results of RelGAN have some unintended
changes in edited images. For example, when Mustache is given as an attribute
to be inserted, RelGAN edits female look to like male as shown in Fig. 2, but
CAFE-GAN edits only the regions related to mustache. Furthermore, CAFE-
GAN expresses fine details better when Open or Close Mouth is given.

6.4 Extra Results of CAFE-GAN

Finally, we present extra qualitative results of CAFE-GAN in Fig. 3. Through
the results, we demonstrate a superior visual quality and editing performance of
our model.
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Fig. 1: Additional results of qualitative comparison on CelebA (128×128) images.
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Fig. 2: Qualitative comparison with RelGAN on CelebA-HQ (256×256) images.
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Fig. 3: Extra qualitative results of our model.
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