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1 Overview

In this supplementary document, we provide additional experimental results and
information to complement the main manuscript. First, we conduct additional
ablation experiments to further validate our design choices. Second, we show
our results on the KITTI Odometry leaderboard. Third, we show results on the
KITTI Odometry training split. Fourth, we show results on the snippet-level
pose and single-view depth estimation for completeness. Lastly, we provide the
list of sequences we selected from KITTI raw data. We also provide a demo video
showing the trajectories of several challenging sequences in the KITTI Odometry
dataset. Please refer to the attached file supp video.mp4.

2 Ablation Study

In Table 1, we conduct an ablation study to validate the effectiveness of the
incorporated cycle consistency constraint, pose features (from I0 and It), depth
features, and the memory buffer in our two-layer ConvLSTM module. As we can
see, all the components help improve performance in the first stage of training.

Table 1: Ablation study on different components of the second-layer Con-
vLSTM. The best performance is in bold and the second best is underlined.

Seq. 09 Seq. 10

Method RMSE (m) Rel. trans. (%) Rel. rot. (deg/m) RMSE (m) Rel. trans. (%) Rel. rot. (deg/m)

Two-layer ConvLSTM (w/o cycle consistency) 20.37 5.02 0.016 16.63 6.88 0.035
Two-layer ConvLSTM (w/o pose features) 14.26 5.64 0.018 14.47 7.52 0.030
Two-layer ConvLSTM (w/o depth features) 11.53 4.54 0.015 14.07 6.54 0.031
Two-layer ConvLSTM (w/o memory buffer) 12.54 5.12 0.014 13.96 7.20 0.026
Two-layer ConvLSTM 9.77 4.23 0.013 12.68 6.02 0.023

In Table 2, we conduct an ablation study to show the performance of dif-
ferent input sequence lengths of the second stage of training. Our results show
that the performance gradually improves as we increase the number of input
frames during training. When the number of frames reaches the GPU memory
limitations (e.g., our default setting, 97-frame), we achieve the best performance.
Training the model on a GPU with larger memory could potentially improve the
performance further.
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Table 2: Ablation study on different input sequence length of the second-
stage of training. The best performance is in bold and the second best is
underlined.

Seq. 09 Seq. 10

Method RMSE (m) Rel. trans. (%) Rel. rot. (deg/m) RMSE (m) Rel. trans. (%) Rel. rot. (deg/m)

49-frame 12.50 3.83 0.011 12.30 5.99 0.018
73-frame 12.42 3.69 0.010 12.06 5.89 0.018
97-frame (default) 11.30 3.49 0.010 11.80 5.81 0.018

3 Results on KITTI Odometry Test Set

In Table 3, we provide results on the KITTI Odometry leaderboard. It may be
observed that the performance of our method is close to Table 5 in the main
manuscript. This suggests that using ORB-SLAM2-S as pseudo ground truth is
a reasonable choice for evaluation.

In addition to our method, we select two state-of-the-art self-supervised
methods (CC [8] and MonoDepth2 [5]) and submit the estimated results to the
server as well. Our method compares favorably with these two self-supervised
methods. Our method also outperforms the supervised method DeepVO [12] by
a large margin.

Table 3: Results on KITTI Odometry leaderboard. Note that we use the
estimations from ORB-SLAM2-S [7] to align scale globally for the self-supervised
methods.

Method Rel. trans (%) Rel. rot. (deg/m)

Geo.
ORB-SLAM2-S [7] 1.70 0.0028
VISO2-M [4] 11.94 0.0234
VISO2-M+GP [4,10] 7.46 0.0245

Sup. DeepVO [12] 24.55 0.0489

Self-Sup.
CC [8] 16.06 0.0320
MonoDepth2 [5] 12.59 0.0312
Ours 7.40 0.0142

In Figure 1, we show qualitative results on the remaining 7 sequences (other
than those shown in the main manuscript) from the KITTI Odometry test set.
Our method aligns best with the reference ORB-SLAM2-S trajectories.

4 Results on KITTI Odometry Training Set

In Table 4, we compare the results on the training set of the KITTI Odometry
dataset. Note that all supervised methods are trained on Sequence 00, 02, 08,



Self-Supervised Long-Term Monocular Visual Odometry 3

Table 4: Pose evalution on training split of KITTI Odometry dataest [3]. The
results of ORB-SLAM2-M methods are the medians of 5 times. ‘-’ means the
results are not available from that paper. For DeepV2D [11], SfMLearner [17],
GeoNet [16], CC [8], DeepMatchVO [9], and MonoDepth2 [5], we take the pre-
trained models and run on the sequences to get the results. The best performance
of each block is in bold, and the second best is underlined.

RMSE (m) Seq. 00 Seq. 01 Seq. 02 Seq. 03 Seq. 04 Seq. 05 Seq. 06 Seq. 07 Seq. 08

Geo.
ORB-SLAM2-M (w/o LC) 54.94 568.63 58.55 1.41 2.41 29.32 51.87 16.83 36.90
ORB-SLAM2-M 9.02 529.28 17.96 2.07 1.56 5.20 14.07 2.88 37.83

Sup. DeepV2D [11] 101.08 484.87 121.02 3.62 8.86 35.23 113.31 12.86 55.69

Self-Sup.

SfMLearner [17] 97.81 108.09 152.15 7.47 2.49 48.13 39.56 21.28 32.56
GeoNet [16] 148.81 168.90 293.46 17.58 7.26 86.94 17.69 13.88 138.00
CC [8] 68.31 50.41 59.19 8.89 2.25 22.49 13.02 11.31 49.29
DeepMatchVO [9] 51.34 85.96 127.99 11.03 3.09 27.59 20.98 16.71 38.71
MonoDepth2 [5] 82.05 30.81 86.64 2.40 2.00 21.49 5.16 10.42 51.83
Ours 13.13 41.38 12.61 1.61 2.22 8.24 9.16 9.92 13.98

Rel. trans (%) Seq. 00 Seq. 01 Seq. 02 Seq. 03 Seq. 04 Seq. 05 Seq. 06 Seq. 07 Seq. 08

Geo.
ORB-SLAM2-M (w/o LC) 14.11 131.75 12.70 1.21 2.40 9.12 18.50 10.34 9.72
ORB-SLAM2-M 3.23 125.63 3.69 1.73 1.97 2.31 5.92 2.15 11.68

Sup.

DeepVO [12] - - - 8.49 7.19 2.62 5.42 3.91 -
ESP-VO [13] - - - 6.72 6.33 3.35 7.24 3.52 -
GFS-VO [14] - - - 5.44 2.91 3.27 8.50 3.37 -
GFS-VO-RNN [14] - - - 6.36 5.95 5.85 14.58 5.88 -
BeyondTracking [15] - - - 3.32 2.96 2.59 4.93 3.07 -
DeepV2D [11] 12.38 56.26 7.79 4.07 8.22 6.35 16.67 4.96 6.63

Self-Sup.

SfMLearner [17] 19.27 21.71 18.99 9.73 3.17 10.02 11.00 11.68 8.67
GeoNet [16] 33.63 22.96 54.00 19.41 10.81 22.68 9.90 9.82 22.26
CC [8] 10.42 15.64 8.08 8.49 2.90 5.70 4.38 5.91 7.16
DeepMatchVO [9] 5.31 29.57 15.94 9.67 4.15 7.42 5.69 7.62 9.43
MonoDepth2 [5] 7.64 10.06 8.34 5.30 3.20 4.66 2.48 4.58 7.32
Ours 2.60 13.27 2.49 1.59 2.52 2.63 2.64 6.43 3.61

Rel. rot (deg/m) Seq. 00 Seq. 01 Seq. 02 Seq. 03 Seq. 04 Seq. 05 Seq. 06 Seq. 07 Seq. 08

Geo.
ORB-SLAM2-M (w/o LC) 0.003 0.010 0.003 0.002 0.002 0.002 0.003 0.003 0.003
ORB-SLAM2-M 0.003 0.012 0.004 0.002 0.002 0.003 0.002 0.005 0.003

Sup.

DeepVO [12] - - - 0.069 0.070 0.036 0.058 0.046 -
ESP-VO [13] - - - 0.065 0.061 0.049 0.073 0.050 -
GFS-VO [14] - - - 0.033 0.013 0.016 0.027 0.022 -
GFS-VO-RNN [14] - - - 0.036 0.024 0.025 0.050 0.026 -
BeyondTracking [15] - - - 0.021 0.018 0.012 0.019 0.018 -
DeepV2D [11] 0.051 0.051 0.030 0.021 0.034 0.027 0.073 0.030 0.031

Self-Sup.

SfMLearner [17] 0.057 0.026 0.033 0.035 0.033 0.036 0.038 0.059 0.026
GeoNet [16] 0.057 0.041 0.061 0.098 0.070 0.077 0.043 0.059 0.078
CC [8] 0.035 0.011 0.016 0.041 0.012 0.022 0.008 0.031 0.023
DeepMatchVO [9] 0.013 0.013 0.024 0.046 0.020 0.017 0.022 0.037 0.012
MonoDepth2 [5] 0.021 0.010 0.015 0.014 0.008 0.017 0.004 0.026 0.024
Ours 0.005 0.003 0.003 0.006 0.005 0.005 0.007 0.021 0.003
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09 of the KITTI Odometry dataset [3], except DeepV2D [11], which is trained
on the Eigen split of KITTI raw dataset [2]. Comparing to other self-supervised
approaches, our method achieves smaller errors on the training set, indicating
that the proposed system can effectively learn to model the camera pose tra-
jectory during training time. Our method also compares favorably against the
geometric-based method ORB-SLAM2.

In Figure 2, we show the qualitative results of our method on Seq. 00-08 on
the KITTI Odometry dataset.

5 Snippet-level Pose Results and Depth Results

For completeness, we provide the pose estimation results when evaluating on
5-frame snippets in Table 5 and the single-view depth estimation results in Ta-
ble 6. Note that the depth network is fixed during the second stage of training, so
for the depth evaluation, we only train our model for the first stage on the Eigen
split of the KITTI raw dataset. As we can see in Table 5, although CC [8] and
DeepMatchVO [9] achieve good results on the snippet-level, their results on the
video-level are no longer the state-of-the-art. This indicates that evaluating cam-
era pose estimation performance on the snippet-level could be inaccurate, and
thus we need to evaluate the whole trajectory to reflect the holistic performance.
In Table 6, we also observe that our method slightly outperforms the current
self-supervised state-of-the-art MonoDepth2 [5], which indicates that a better
pose estimation module could lead to a better depth estimation performance.

Table 5: 5-frame snippet-level results on KITTI Odometry datest [3].

Seq. 09 Seq. 10

ORB-SLAM (full) 0.014±0.008 0.012±0.011

SfMLearner [17] 0.021±0.017 0.020±0.015
vid2depth [6] 0.013±0.010 0.012±0.011
GeoNet [16] 0.012±0.007 0.012±0.009
DF-Net [18] 0.017±0.007 0.015±0.009
CC [8] 0.012±0.007 0.012±0.008
DeepMatchVO [9] 0.009±0.005 0.008±0.007
MonoDepth2 [5] 0.017±0.008 0.015±0.010
Ours 0.015±0.006 0.015±0.009

6 Additional KITTI Sequences

As mentioned in the main manuscript, we selected 18 sequences from KITTI raw
data to further evaluate the methods, which have no overlaps with either KITTI
Odometry split or Eigen split. We list the sequence names in Table 7.
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Table 6: Single-view depth estimation results on Eigen test split of KITTI
raw dataset [2].

Error metric ↓ Accuracy metric ↑
Method Abs Rel Sq Rel RMSE log RMSE δ < 1.25 δ < 1.252 δ < 1.253

SfMLearner [17] 0.208 1.768 6.856 0.283 0.678 0.885 0.957
vid2depth [6] 0.163 1.240 6.220 0.250 0.762 0.916 0.968
GeoNet [16] 0.155 1.296 5.857 0.233 0.793 0.931 0.973
DF-Net [18] 0.150 1.124 5.507 0.223 0.806 0.933 0.973
CC [8] 0.140 1.070 5.326 0.217 0.826 0.941 0.975
DeepMatchVO [9] 0.156 1.309 5.73 0.236 0.797 0.929 0.969
MonoDepth2 [5] 0.115 0.903 4.863 0.193 0.877 0.959 0.981
SC-SfMLearner [1] 0.137 1.089 5.439 0.217 0.830 0.942 0.975
Ours 0.115 0.871 4.778 0.191 0.874 0.961 0.982

Table 7: Names of 18 additional KITTI sequences.

Sequence names

2011 09 26 drive 0036
2011 09 26 drive 0086
2011 09 26 drive 0101
2011 09 26 drive 0117
2011 09 29 drive 0071
2011 10 03 drive 0047
2011 09 26 drive 0059
2011 09 26 drive 0027
2011 09 26 drive 0009
2011 09 26 drive 0013
2011 09 26 drive 0029
2011 09 26 drive 0064
2011 09 26 drive 0084
2011 09 26 drive 0096
2011 09 26 drive 0106
2011 09 26 drive 0056
2011 09 26 drive 0023
2011 09 26 drive 0093
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(a) Seq. 11 (b) Seq. 12

(a) Seq. 14 (b) Seq. 15

(a) Seq. 17 (b) Seq. 20

(b) Seq. 21

Fig. 1: Visual comparison on the KITTI Odometry test set. We show the
trajectories of ORB-SLAM2-S, CC [8], MonoDepth2 [5] and our method. Our
method aligns best with the reference ORB-SLAM2-S trajectories.
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(a) Seq. 00 (b) Seq. 01
(b) Seq. 02

(a) Seq. 03 (b) Seq. 04
(b) Seq. 05

(a) Seq. 06 (b) Seq. 07
(b) Seq. 08

Fig. 2: Visual comparison on the KITTI Odometry training set. We show
the trajectories of ORB-SLAM2-M, CC [8], MonoDepth2 [5] and our method.
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