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Abstract. This paper studies the problem of 3D volumetric reconstruc-
tion from two views of a scene with an unknown camera. While seem-
ingly easy for humans, this problem poses many challenges for computers
since it requires simultaneously reconstructing objects in the two views
while also figuring out their relationship. We propose a new approach
that estimates reconstructions, distributions over the camera/object and
camera/camera transformations, as well as an inter-view object affinity
matrix. This information is then jointly reasoned over to produce the
most likely explanation of the scene. We train and test our approach on
a dataset of indoor scenes, and rigorously evaluate the merits of our joint
reasoning approach. Our experiments show that it is able to recover rea-
sonable scenes from sparse views, while the problem is still challenging.
Project site: https://jasonqsy.github.io/Associative3D.
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Fig. 1. Given two views from unknown cameras, we aim to extract a coherent 3D space
in terms of a set of volumetric objects placed in the scene. We represent the scene with
a factored representation [49] that splits the scene into per-object voxel grids with a
scale and pose.

1 Introduction

How would you make sense of the scene in Fig. 1? After rapidly understanding
the individual pictures, one can fairly quickly attempt to match the objects in
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each: the TV on the left in image A must go with the TV on the right in image
B, and similarly with the couch. Therefore, the two chairs, while similar, are not
actually the same object. Having pieced this together, we can then reason that
the two images depict the same scene, but seen with a 180◦ change of view and
infer the 3D structure of the scene. Humans have an amazing ability to reason
about the 3D structure of scenes, even with as little as two sparse views with an
unknown relationship. We routinely use this ability to understand images taken
at an event, look for a new apartment on the Internet, or evaluate possible hotels
(e.g., for ECCV). The goal of this paper is to give the same ability to computers.

Unfortunately, current techniques are not up to this challenge of volumetric
reconstruction given two views from unknown cameras: this approach requires
both reconstruction and pose estimation. Classic methods based on correspon-
dence [20,9] require many more views in practice and cannot make inferences
about unseen parts of the scene (i.e., what the chair looks like from behind) since
this requires some form of learning. While there has been success in learning-
based techniques for this sort of object reconstructions [7,17,49,27], it is unknown
how to reliably stitch together the set of reconstructions into a single coherent
story. Certainly there are systems that can identify pose with respect to a fixed
scene [26] or a pair of views [15]; these approaches, however cannot reconstruct.

This paper presents a learning-based approach to this problem, whose results
are shown in Fig. 1. The system can take two views with unknown relationship,
and produce a 3D scene reconstruction for both images jointly. This 3D scene
reconstruction comprises a set of per-object reconstructions rigidly placed in the
scene with a pose as in [49,27,30]. Since the 3D scene reconstruction is the union
of the posed objects, getting the 3D scene reconstruction correct requires getting
both the 3D object reconstruction right as well as correctly identifying 3D object
pose. Our key insight is that jointly reasoning about objects and poses improves
the results. Our method, described in Section 3, predicts evidence including: (a)
voxel reconstructions for each object; (b) distributions over rigid body transfor-
mations between cameras and objects; and (c) an inter-object affinity for stitch-
ing. Given this evidence, our system can stitch them together to find the most
likely reconstruction. As we empirically demonstrate in Section 4, this joint rea-
soning is crucial – understanding each image independently and then estimating
a relative pose performs substantially worse compared to our approach. These
are conducted on a challenging and large dataset of indoor scenes. We also show
some common failure modes and demonstrate transfer to NYUv2 [44] dataset.

Our primary contributions are: (1) Introducing a novel problem – volumetric
scene reconstruction from two unknown sparse views; (2) Learning an inter-view
object affinity to find correspondence between images; (3) Our joint system,
including the stitching stage, is better than adding individual components.

2 Related Work

The goal of this work is to take two views from cameras related by an unknown
transformation and produce a single volumetric understanding of the scene. This
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touches on a number of important problems in computer vision ranging from
the estimation of the pose of objects and cameras, full shape of objects, and
correspondence across views. Our approach deliberately builds heavily on these
works and, as we show empirically, our success depends crucially on their fusion.

This problem poses severe challenges for classic correspondence-based ap-
proaches [20]. From a purely geometric perspective, we are totally out of luck:
even if we can identify the position of the camera via epipolar geometry and
wide baseline stereo [39,36], we have no correspondence for most objects in Fig.
1 that would permit depth given known baseline, let alone another view that
would help lead to the understanding of the full shape of the chair.

Recent work has tackled identifying this full volumetric reconstruction via
learning. Learning-based 3D has made significant progress recently, including
2.5D representations [14,51,5,29], single object reconstruction [52,55,19,41,8],
and scene understanding [6,23,33,32,12]. Especially, researchers have developed
increasingly detailed volumetric reconstructions beginning with objects [7,17,18]
and then moving to scenes [49,27,30,37] as a composition of object reconstruc-
tions that have a pose with respect to the camera. Focusing on full volumetric
reconstruction, our approach builds on this progression, and creates an under-
standing that is built upon jointly reasoning over parses of two scenes, affinities,
and relative poses; as we empirically show, this produces improvements in re-
sults. Of these works, we are most inspired by Kulkarni et al. [27] in that it also
reasons over a series of relative poses; our work builds on top of this as a base
inference unit and handles multiple images. We note that while we build on a
particular approach to scenes [27] and objects [17], our approach is general.

While much of this reconstruction work is single-image, some is multiview,
although usually in the case of an isolated object [25,7,24] or with hundreds of
views [22]. Our work aims at the particular task of as little as two views, and
reasons over multiple objects. While traditional local features [34] are insufficient
to support reasoning over objects, semantic features are useful [13,50,2].

At the same time, there has been considerable progress in identifying the
relative pose from images [35,26,15,1], RGB-D Scans [53,54] or video sequences
[57,42,46]. Of these, our work is most related to learning-based approaches to
identifying relative pose from RGB images, and semantic Structure-from-Motion
[1] and SLAM [42], which make use of semantic elements to improve the estima-
tion of camera pose. We build upon this work in our approach, especially work
like RPNet [15] that directly predicts relative pose, although we do so with a
regression-by-classification formulation that provides uncertainty. As we show
empirically, propagating this uncertainty forward lets us reason about objects
and produce superior results to only focusing on pose.

3 Approach

The goal of the system is to map a pair of sparse views of a room to a full 3D
reconstruction. As input, we assume a pair of images of a room. As output, we
produce a set of objects represented as voxels, which are rigidly transformed and
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Fig. 2. Our approach. We pass the two RGB image inputs into two branches that
extract evidence, which is then fused together to stitch a final result. Our first network,
object branch, is a detection network following [27] that produces a set of objects
in terms of voxels and a transformation into the scene. We also predict an object
embedding which we can use to form an affinity matrix between objects across images.
Our second network, camera branch, is a siamese network that predicts a distribution
over translations and rotations between the cameras. Finally our stitching stage
examines the evidence from the networks and produces a final prediction.

anisotropically scaled into the scene in a single coordinate frame. We achieve this
with an approach, summarized in Fig. 2, that consists of three main parts: an
object branch, a camera branch, and a stitching stage.

The output space is a factored representation of a 3D scene, similar to
[49,27,30]. Specifically, in contrast to using a single voxel-grid or mesh, the scene
is represented as a set of per-object voxel-grids with a scale and pose that are
placed in the scene. These can be converted to a single 3D reconstruction by tak-
ing their union, and so improving the 3D reconstruction can be done by either
improving the per-object voxel grid or improving its placement in the scene.

The first two parts of our approach are two neural networks. An object
branch examines each image and detects and produces single-view 3D recon-
structions for objects in the camera’s coordinate frame, as well as a per-object
embedding that helps find the object in the other image. At the same time, an
camera branch predicts relative pose between images, represented as a distri-
bution over a discrete set of rigid transformations between the cameras. These
networks are trained separately to minimize complexity.

The final step, a stitching stage, combines these together. The output of the
two networks gives: a collection of objects per image in the image’s coordinate
frame; a cross-image affinity which predicts object correspondence in two views;
and a set of likely transformations from one camera to the other. The stitching
stage aims to select a final set of predictions minimizing an objective function
that aims to ensure that similar objects are in the same location, the camera
pose is likely, etc. Unlike the first two stages, this is an optimization rather than
a feedforward network.
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3.1 Object Branch

The goal of our object branch is to take an image and produce a set of recon-
structed objects in the camera’s coordinate frame as well as an embedding that
lets us match across views. We achieve this by extending 3D-RelNet [27] and
adjust it as little as possible to ensure fair comparisons. We refer the reader for
a fuller explanation in [27,49], but briefly, these networks act akin to an object
detector like Faster-RCNN [40] with additional outputs. As input, 3D-RelNet
takes as input an image and a set of 2D bounding box proposals, and maps
the image through convolutional layers to a feature map, from which it extracts
per-bounding box convolutional features. These features pass through fully con-
nected layers to predict: a detection score (to suppress bad proposals), voxels (to
represent the object), and a transformation to the world frame (represented by
rotation, scale, and translation and calculated via both per-object and pairwise
poses). We extend this to also produce an n-dimensional embedding e ∈ Rn on
the unit sphere (i.e., ||e||22 = 1) that helps associate objects across images.

We use and train the embedding by creating a cross-image affinity matrix
between objects. Suppose the first and second images have N and M objects
each with embeddings ei and e′j respectively. We then define our affinity matrix

A ∈ RN×M as
Ai,j = σ(keT

i e′j) (1)

where σ is the sigmoid/logistic function and where k = 5 scales the output.
Ideally, Ai,j should indicate whether objects i and j are the same object seen
from a different view, where Ai,j is high if this is true and low otherwise.

We train this embedding network using ground-truth bounding box propos-
als so that we can easily calculate a ground-truth affinity matrix Â. We then
minimize Laff , a balanced mean-square loss between A and Â: if all positive
labels are (i, j) ∈ P, and all negative labels are (i, j) ∈ N , then the loss is

Laff =
1

|P|
∑

(i,j)∈P

(Aij − Âij)
2 +

1

|N |
∑

(i,j)∈N

(Aij − Âij)
2. (2)

which balances positive and negative labels (since affinity is imbalanced).

3.2 Camera Branch

Our camera branch aims to identify or narrow down the possible relationship
between the two images. We approach this by building a siamese network [3] that
predicts the relative camera pose Tc between the two images. We use ResNet-
50 [21] to extract features from two input images. We concatenate the output
features and then use two linear layers to predict the translation and rotation.

We formulate prediction of rotation and translation as a classification prob-
lem to help manage the uncertainty in the problem. We found that propagating
uncertainty (via top predictions) was helpful: a single feedforward network sug-
gests likely rotations and a subsequent stage can make a more detailed assess-
ment in light of the object branch’s predictions. Additionally, even if we care
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about only one output, we found regression-by-classification to be helpful since
the output tended to have multiple modes (e.g., being fairly certain of the ro-
tation modulo 90◦ by recognizing that both images depict a cuboidal room).
Regression tends to split the difference, producing predictions which satisfy nei-
ther mode, while classification picks one, as observed in [49,28].

We cluster the rotation and translation vectors into 30 and 60 bins respec-
tively, and predict two multinomial distributions over them. Then we minimize
the cross entropy loss. At test time, we select the cartesian product of the top
3 most likely bins for rotation and top 10 most likely bins for translation as the
final prediction results. The results are treated as proposals in the next section.

3.3 Stitching Object and Camera Branches

Once we have run the object and camera branches, our goal is to then produce
a single stitched result. As input to this step, our object branch gives: for view
1, with N objects, the voxels V1, . . . , VN and transformations T1, . . . , TN ; and
similarly, for M objects in view 2, the voxels V ′1 , . . . , V

′
M and transformations

T ′1, . . . , T
′
M ; and a cross-view affinity matrix A ∈ [0, 1]N×M . Additionally, we

have a set of potential camera transformations P1, . . . , PF between two views.
The goal of this section is to integrate this evidence to find a final cross-

camera pose P and correspondence C ∈ {0, 1}M×N from view 1 to view 2.
This correspondence is one-to-one and has the option to ignore an object (i.e.,
Ci,j = 1 if and only if i and j are in correspondence and for all i,

∑
j Ci,j ≤ 1,

and similarly for CT ).
We cast this as a minimization problem over P and C including terms in the

objective function that incorporate the above evidence. The cornerstone term is
one that integrates all the evidence to examine the quality of the stitch, akin
to trying and seeing how well things match up under a camera hypothesis. We
implement this by computing the distance LD between corresponding object
voxels according to C, once the transformations are applied, or:

LD =
1

|C|1

∑
(i,j) s.t. Ci,j=1

D(P (Ti(Vi)), T
′
j(V

′
j )). (3)

Here, D is the chamfer distance between points on the edges of each shape, as
defined in [38,43], or for two point clouds X and Y :

D(X,Y ) =
1

|X|
∑
x∈X

min
y∈Y
||x− y||22 +

1

|Y |
∑
y∈Y

min
x∈X
||x− y||22. (4)

Additionally, we have terms that reward making C likely according to our object
and image networks, or: the sum of similarities between corresponding objects
according to the affinity matrix A, LS =

∑
(i,j),Ci,j=1(1 − Ai,j); as well as the

probability of the camera pose transformation P from the image network LP =
(1− Pr(P )). Finally, to preclude trivial solutions, we include a term rewarding
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minimizing the number of un-matched objects, or LU = min(M,N) − |C|1. In
total, our objective function is the sum of these terms, or:

min
P,C

LD + λPLP + λSLS + λULU . (5)

The search space is intractably large, so we optimize the objective func-
tion by RANSAC-like search over the top hypotheses for P and feasible object
correspondences. For each top hypothesis of P , we randomly sample K object
correspondence proposals. Here we use K = 128. It is generally sufficient since
the correspondence between two objects is feasible only if the similarity of them
is higher than a threshold according to the affinity matrix. We use random
search over object correspondences because the search space increases factori-
ally between the number of objects in correspondence. Once complete, we aver-
age the translation and scale, and randomly pick one rotation and shape from
corresponding objects. Averaging performs poorly for rotation since there are
typically multiple rotation modes that cannot be averaged: a symmetric table is
correct at either 0◦ or 180◦ but not at 90◦. Averaging voxel grids does not make
sense since there are partially observable objects. We therefore pick one mode
at random for rotation and shape. Details are available in the appendix.

4 Experiments

We now describe a set of experiments that aim to address the following ques-
tions: (1) how well does the proposed method work and are there simpler ap-
proaches that would solve the problem? and (2) how does the method solve the
problem? We first address question (1) by evaluating the proposed approach
compared to alternate approaches both qualitatively and by evaluating the full
reconstruction quantitatively. We then address question (2) by evaluating indi-
vidual components of the system. We focus on what the affinity matrix learns and
whether the stitching stage can jointly improve object correspondence and rela-
tive camera pose estimation. Throughout, we test our approach on the SUNCG
dataset [45,56], following previous work [49,27,30,53,56]. To demonstrate transfer
to other data, we also show qualitative results on NYUv2 [44].

4.1 Experimental Setup

We train and do extensive evaluation on SUNCG [45] since it provides 3D
scene ground truth including voxel representation of objects. There are real-
istic datasets such as ScanNet [10] and Matterport3D [4], but they only provide
non-watertight meshes. Producing filled object voxel representation from non-
watertight meshes remains an open problem. For example, Pix3D [47] aligns
IKEA furniture models with images, but not all objects are labeled.

Datasets. We follow the 70%/10%/20% training, validation and test split of
houses from [27]. For each house, we randomly sample up to ten rooms; for
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Fig. 3. Qualitative results on the SUNCG test set [45]. The final 3D predictions are
shown in three different camera poses (1) the same camera as image 1; (2) the same
camera as image 2; (3) a bird view to see all the objects in the whole scene. In the
prediction, red/orange objects are from the left image, blue objects are from the right
image, green/yellow objects are stitched.

each room, we randomly sample one pair of views. Furthermore, we filter the
validation and test set: we eliminate pairs where there is no overlapping object
between views, and pairs in which all of one image’s objects are in the other view
(i.e., one is a proper subset of the other). We do not filter the training set since
learning relative pose requires a large and diverse training set. Overall, we have
247532/1970/2964 image pairs for training, validation and testing, respectively.
Following [49], we use six object classes - bed, chair, desk, sofa, table and tv.

Full-Scene Evaluation: Our output is a full-scene reconstruction, represented
as a set of per-object voxel grids that are posed and scaled in the scene. A scene
prediction can be totally wrong if one of the objects has correct shape while its
translation is off by 2 meters. Therefore, we quantify performance by treating
the problem as a 3D detection problem in which we predict a series of 3D boxes
and voxel grids. This lets us evaluate which aspect of the problem currently hold
methods back. Similar to [27], for each object, we define error metrics as follows:

• Translation (t): Euclidean distance, or δt = ||t− t̂||2, thresholded at δt = 1m.

• Scale (s): Average log difference in scaling factors, or δs = 1
3

∑3
i=1 | log2(si1)−

log2(si2)|, thresholded at δs = 0.2.

• Rotation (R): Geodesic rotation distance, or δq = (2)−1/2|| log(RT R̂)||F ,
thresholded at δq = 30◦.

• Shape (V): Following [48], we use F-score@0.05 to measure the difference
between prediction and ground truth, thresholded at δV = 0.25.
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Image 1 Image 2 Feedforward NMS Raw Affinity Ours GT

Fig. 4. Comparison between Associative3D and alternative approaches. Row 1: Asso-
ciative3D fixes the incorrect top-1 relative camera pose in light of a single bed in the
room. Row 2: NMS works when the relative camera pose is accurate. Row 3: Asso-
ciative3D outperforms all alternative approaches in finding correspondence in object
clutter.

A prediction is a true positive only if all errors are lower than our thresholds.
We calculate the precision-recall curve based on that and report average precision
(AP). We also report AP for each single error metric.

Baselines. Since there is no prior work on this task, our experiments compare
to ablations and alternate forms of our method. We use the following base-
line methods, each of which tests a concrete hypothesis. (Feedforward): This
method uses the object branch to recover single-view 3D scenes, and our cam-
era branch to estimate the relative pose between different views. We ignore the
affinity matrix and pick the top-1 relative pose predicted by the camera branch.
There can be many duplicate objects in the output of this approach. This tests
if a simple feedforward method is sufficient. (NMS): In addition to the feedfor-
ward approach, we perform non-maximum suppression on the final predictions.
If two objects are close to each other, we merge them. This tests if a simple policy
to merge objects would work. (Raw Affinity): Here, we use the predicted affin-
ity matrix to merge objects based on top-1 similarity from the affinity matrix.
This tests whether our stitching stage is necessary. (Associative3D): This is
our complete method. We optimize the objective function by searching possible
rotations, translations and object correspondence.

4.2 Full Scene Evaluation

We begin by evaluating our full scene reconstruction. Our output is a set of per-
object voxels that are posed and scaled in the scene. The quality of reconstruction
of a single object is decided by both the voxel grids and the object pose.

First, we show qualitative examples from the proposed method in Fig. 3 as
well as a comparison with alternate approaches in Fig. 4 on the SUNCG test
set. The Feedforward approach tends to have duplicate objects since it does
not know object correspondence. However, figuring out the camera pose and
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Table 1. We report the average precision (AP) in evaluation of the 3D detection
setting. All means a prediction is a true positive only if all of translation, scale, rotation
and shape are correct. Shape, Translation, Rotation, and Scale mean a prediction
is a true positive when a single error is lower than thresholds. We include results on the
whole test set, and top 25%, 50% and 75% examples ranked by single-view predictions.

All Examples Top 25% Top 50% Top 75%
Methods All Shape Trans Rot Scale All All All

Feedforward 21.2 22.5 31.7 28.5 26.9 41.6 34.6 28.6
NMS 21.1 23.5 31.9 29.0 27.2 42.0 34.7 28.7

Raw Affinity 15.0 24.4 26.3 28.2 25.9 28.6 23.5 18.9
Associative3D 23.3 24.5 38.4 29.5 27.3 48.3 38.8 31.4

common objects is a non-trivial task. Raw Affinity does not work since it may
merge objects based on their similarity, regardless of possible global conflicts.
NMS works when the relative camera pose is accurate but cannot work when
many objects are close to each other. Instead, Associative3D demonstrates the
ability to jointly reason over reconstructions, object pose and camera pose to
produce a reasonable explanation of the scene. More qualitative examples are
available in the supplementary material.

We then evaluate our proposed approach quantitatively. In a factored rep-
resentation [49], both object poses and shapes are equally important to the full
scene reconstruction. For instance, the voxel reconstruction of a scene may have
no overlap if all the shapes are right, but they are in the wrong place. Therefore,
we formulate it as a 3D detection problem, as a prediction is a true positive only
if all of translation, scale, rotation and shape are correct. However, 3D detection
is a very strict metric. If the whole scene is slightly off in one aspect, we may
have a very low AP. But the predicted scene may still be reasonable. We mainly
use it quantify our performance.

Table 1 shows our performance compared with all three baseline methods.
Our approach outperforms all of them, which verifies what we see in the quali-
tative examples. Moreover, the improvement mainly comes from that on trans-
lation. The translation-only AP is around 7 points better than Feedforward.
Meanwhile, the improvement of NMS over Feedforward is limited. As we see
in qualitative examples, it cannot work when many objects are close to each
other. Finally, raw affinity is even worse than Feedforward, since raw affinity
may merge objects incorrectly. We will discuss why the affinity is informative,
but top-1 similarity is not a good choice in Sec. 4.3.

We notice our performance gain over Feedforward and NMS is especially
large when single-view predictions are reasonable. On top 25% examples which
single-view prediction does a good job, Associative3D outperforms Feedforward
and NMS by over 6 points. On top 50% examples, the improvement is around
4 points. It is still significant but slightly lower than that of top 25% exam-
ples. When single-view prediction is bad, our performance gain is limited since
Associative3D is built upon it. We will discuss this in Sec. 4.5 as failure cases.
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Table 2. AUROC and rank correlation between the affinity matrix and category, model,
shape, and instance, respectively. Model | Category means the ability of the affinity
matrix to distinguish different models given the same category / semantic label.

Category Model | Category Shape | Category Instance | Model

AUROC 0.92 0.73 - 0.59
Correlation 0.72 0.33 0.34 0.14

4.3 Inter-view Object Affinity Matrix

We then turn to evaluating how the method works by analyzing individual com-
ponents. We start with the affinity matrix and study what it learns.

We have three non-mutually exclusive hypotheses: (1) Semantic labels.
The affinity is essentially doing object recognition. After detecting the category
of the object, it simply matches objects with the same category. (2) Object
shapes. The affinity matches objects with similar shapes since it is constructed
from the embedding vectors which are also used to generate shape voxels and
the object pose. (3) Correspondence. Ideally, the affinity matrix should give
us ground truth correspondence. It is challenging given duplicate objects in the
scene. For example, people can have three identical chairs in their office. These
hypotheses are three different levels the affinity matrix may learn, but they are
not in conflict. Learning semantic labels do not mean the affinity does not learn
anything about shapes.

We study this by examining a large number of pairs of objects and testing
the relationship between affinity and known relationships (e.g., categories, model
ids) using ground truth bounding boxes. We specifically construct three binary
labels (same category, same model, same instance) and a continuous label shape
similarity (namely F-score @ 0.05 [48]). When we evaluate shape similarity, we
condition on the category to test if affinity distinguishes between different models
of the same category, (e.g. chair). Similarly, we condition on the model when we
evaluate instance similarity.

We compute two metrics: a binary classification metric that treats the affinity
as a predictor of the label as well as a correlation that tests if a monotonic
relationship exists between the affinity and the label. For binary classification, we
use AUROC to evaluate the performance since it is invariant to class imbalance
and has a natural interpretation. For correlation, we compute Spearman’s rank
correlation coefficient [58] between the affinity predictors and labels. This tests
how well the relationship between affinity and each label (e.g., shape overlap)
fits a monotonic function (1 is perfect agreement, 0 no agreement).

The results are shown in Table 2. Both the binary classification and the rank
correlation show that the affinity matrix is able to distinguish different categories
and objects of different shapes, but is sub-optimal in distinguishing the same
instance. These results justify our stitching stage, which addresses the problem
based on joint reasoning. It also explains why Raw Affinity underperforms all
other baselines by a large margin in the full-scene evaluation. Additionally, the
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Before After Before After Before After

Fig. 5. Visualization of the stitching stage. The affinity matrix generates proposals of
corresponding objects, and then the stitching stage removes outliers by inferring the
most likely explanation of the scene.

ability to distinguish categories and shapes provides important guidance to the
stitching stage. For example, a sofa and bed are similar in 3D shapes. It is
infeasible to distinguish them by simply looking at the chamfer distance, which
can be distinguished by the affinity matrix.

4.4 Stitching Stage

We evaluate the stitching stage by studying two questions: (1) How well can
it predict object correspondence? (2) Can it improve relative camera pose esti-
mation? For example, if the top-1 relative pose is incorrect, could the stitching
stage fix it by considering common objects in two views?

Object Correspondence. To answer the first question, we begin with qual-
itative examples in Fig. 5, which illustrate object correspondence before and
after the stitching stage. Before our stitching stage, our affinity matrix has gen-
erated correspondence proposals based on their similarity. However, there are
outliers since the affinity is sub-optimal in distinguishing the same instance. The
stitching stage removes these outliers.

We evaluate object correspondence in the same setting as Sec 4.3. Suppose
the first and second images have N and M objects respectively. We then have
N×M pairs. The pair is a positive example if and only if they are corresponding.
We use average precision (AP) to measure the performance since AP pays more
attention to the low recall [11,16]. For ith object in view 1 and jth object in view
2, we produce a confidence score by γAij where γ = 1 if the pair is predicted
to be corresponding and γ = 0.5 otherwise. This γ term updates the confidence
based on stitching stage to penalize pairs which have a high affinity score but
are not corresponding.

We compare Associative3D with 3 baselines. (All Negative): The predic-
tion is always negative (the most frequent label). This serves as a lower bound.
(Affinity): This simply uses the affinity matrix as the confidence. (Affinity
Top1): Rather than using the raw affinity matrix, it uses affinity top-1 similarity
as the correspondence and the same strategy to decide confidence as Associa-
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Table 3. Evaluation of object correspondence with and without the stitching stage.

All Negative Affinity Affinity Top1 Associative3D

AP 10.1 38.8 49.4 60.0

Table 4. Evaluation of relative camera pose from the camera branch and picked by
the stitching.

Translation (meters) Rotation (degrees)
Method Median Mean (Err ≤ 1m)% Median Mean (Err ≤ 30◦)%

Top-1 1.24 1.80 41.26 6.96 29.90 77.56
Associative3D 0.88 1.44 54.89 6.97 29.02 78.31

tive3D. Table 3 shows that our stitching stage improves AP by 10% compared
to using the affinity matrix only as correspondence.

Relative Camera Pose Estimation. We next evaluate the performance of
relative camera pose (i.e., camera translation and rotation) estimation and see
if the stitching stage improves the relative camera pose jointly. We compare the
camera pose picked by the stitching stage and top-1 camera pose predicted by the
camera branch. We follow the rotation and translation metrics in our full-scene
evaluation to measure the error of our predicted camera poses. We summarize
results in Table 4. There is a substantial improvement in translations, with the
percentage of camera poses within 1m of the ground truth being boosted from
41.3% to 54.9%. The improvement in rotation is smaller and we believe this is
because the network already starts out working well and can exploit the fact
that scenes tend to have three orthogonal directions. In conclusion, the stitching
stage can mainly improve the prediction of camera translation.

4.5 Failure Cases

To understand the problem of reconstruction from sparse views better, we iden-
tify some representative failure cases and show them in Fig. 6. While our method
is able to generate reasonable results on SUNCG, it cannot solve some common
failure cases: (1) The image pair is ambiguous. (2) The single-view backbone
does not produce reasonable predictions as we discuss in Sec. 4.2. (3) There
are too many similar objects in the scene. The affinity matrix is then not able
to distinguish them since it is sub-optimal in distinguishing the same instance.
Our stitching stage is also limited by the random search over object correspon-
dence. Due to factorial growth of search space, we cannot search all possible
correspondences. The balancing of our sub-losses can also be sensitive.

4.6 Results on NYU Dataset

To test generalization, we also test our approach on images from NYUv2 [44]. Our
only change is using proposals from Faster-RCNN [40] trained on COCO [31],
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Input Images Camera 1 Camera 2 Birdview
Image 1 Image 2 Prediction GT Prediction GT Prediction GT

Fig. 6. Representative failure cases on the SUNCG test set [45]. Row 1: The input
images are ambiguous. There can be two or three beds in the scene. Row 2: The single-
view backbone does not produce a reasonable prediction. Row 3: This is challenging
because all chairs are the same.

Image 1 Image 2 Sideview Birdview Image 1 Image 2 Sideview Birdview

Fig. 7. Qualitative results on NYUv2 dataset [44]. Sideview corresponds to the camera
view slightly transformed from the image 2 camera position.

since Faster-RCNN trained on SUNCG cannot generalize to NYUv2 well. We do
not finetune any models and show qualitative results in Fig. 7. Despite training
on synthetic data, our model can often obtain a reasonable interpretation.

5 Conclusion

We have presented Associative3D, which explores 3D volumetric reconstruction
from sparse views. While the output is reasonable, failure modes indicate the
problem is challenging to current techniques. Directions for future work include
joint learning of object affinity and relative camera pose, and extending the
approach to many views and more natural datasets other than SUNCG.
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