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Abstract. In this supplementary material, we will provide some addi-
tional discussions, experimental results, and possible future work.

1 Relationship with ATOM

It is well known that modern high-accuracy trackers [2, 9, 4, 13, 8] are mainly
composed of two modules, i.e., target localization module (TLM) and bounding
box refinement module (BBRM). The BBRM refines the target bounding box
located by the TLM for more accurate tracking. For instance, the classification
branch and the regression branch in the region proposal network of SiamRPN [9]
are the TLM and the BBRM of SiamRPN tracker, respectively.

The key insights and purposes of ATOM [4] and DCFST are fundamentally d-
ifferent. The major purpose of ATOM is to design an effective and generic BBRM
by maximizing the IoU between the refined bounding box and the ground-truth.
Whereas, the major purpose of DCFST is to design an accurate and robust TLM
by learning optimal feature embeddings for online discriminative tracking.

It is common for the TLM of ATOM to use the features extracted via the
CNNs which are trained on ImageNet for object classification task. As stated
in our submission, these features are not optimal for the visual tracking task.
DCFST improves the TLM of ATOM mainly by learning optimal feature em-
beddings, providing the BBRM of ATOM with a more accurate and reliable
initial bounding box. Therefore, ATOM is regarded as a baseline tracker of D-
CFST. Without bells and tricks, DCFST outperforms ATOM on all six popular
benchmarks with large margins, confirming that the improvement on the TLM
of ATOM, i.e., learning of feature embeddings, is effective.
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Table 1: State-of-the-art comparison on the LaSOT test set in terms of AUC
score. The best three results are shown in red, blue, and magenta.

Tracker DCFST-50 DCFST-18 DiMP-50 DiMP-18 ATOM SiamRPN++ MDNet VITAL SiamFC ECO

AUC score 0.581 0.558 0.569 0.532 0.515 0.496 0.397 0.390 0.336 0.324

2 Experiment on LaSOT

LaSOT [5] is a high-quality benchmark for large-scale single object tracking. It
consists of 1400 sequences with more than 3.5M frames in total. The average
sequence length of LaSOT is more than 2500 frames, thus it mainly focuses on
the long-term tracking. We evaluate our DCFST on the test set of LaSOT which
consist of 280 videos, and compare it with seven recent state-of-the-art trackers,
DiMP [2], ATOM [4], SiamRPN++ [8], MDNet [11], VITAL [12], SiamFC [1],
and ECO [3], in terms of AUC score.

The results are shown in Table 1. It can be seen that DCFST-50 and DCFST-
18 obtain the AUC scores of 0.581 and 0.558, outperforming DiMP-50 and DiMP-
18 with gains of 1.2% and 2.6%, respectively. Even though DCFST-50 achieves
the best result, its ACU score on LaSOT is relatively lower than on other popular
benchmarks, such as OTB2015 [14], NFS [7], TrackingNet [10], and GOT10k [6].
We believe that this is because LaSOT mainly focuses on the long-term tracking,
whereas DCFST on the short-term one. Therefore, we think developing effective
methods for long-term tracking is a meaningful work in the future.

3 Attribute Evaluation on OTB2015

The sequences in OTB2015 [14] are annotated with 11 attributes for further
analyzing the performance of trackers in different aspects. We select ten repre-
sentative attributes 5 to further compare the proposed DCFST-18 against the
nine state-of-the-art trackers which are listed in the Fig. 2a of our submitted
paper.

Fig. 1 and Table 2 show the results. It is concluded that DCFST outperforms
other state-of-the-art trackers in both mean AUC score and overlap precision on
most attributes. This confirms that our DCFST is robust to various interferences
and challenges.

4 Qualitative Evaluation on OTB2015

Fig. 2 illustrates the tracking results of DCFST and five state-of-the-art trackers,
including ATOM [4], VITAL [12], DaSiamRPN [16], ECO [3], and fdKCF* [15],

5 background clutters, deformation, in plane rotation, illumination variation, low res-
olution, motion blur, occlusion, out of plane rotation, scale variation
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on seven hard sequences of OTB2015 [14]. Our DCFST is superior to other
trackers.

5 Future Work

In our submission, we only use the popular ridge regression model to demonstrate
the power of the proposed architecture. In fact, there are a lot of discriminant
models which not only are differentiable and have closed-form solutions, but also
have been proven to be more powerful than the ridge regression one in the filed
of visual tracking. It is clear that our approach can also learn feature embeddings
for them to improve their accuracy and robustness in online tracking. Certainly,
we can reasonably foresee that the tracking accuracy of resulting trackers is
likely superior to that of the DCFST with ridge regression model. Therefore, we
think that other researchers may improve DCFST by designing more powerful
and efficient model to replace its ridge regression one.

Last but not least, our proposed DCFST is a pure tracker without bells and
tricks. Other researchers may also improve it by adding anti-occlusion module,
detection module and so on to further improve its accuracy and robustness in
practical applications.
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Fig. 1: The mean success plots of our DCFST and nine state-of-the-art trackers
on ten attributes of OTB2015. The mean AUC scores are reported in the legend.
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Table 2: The mean overlap of our DCFST and nine state-of-the-art trackers on
ten attributes of OTB2015. The best three results are shown in red, blue, and
magenta. DCFST outperforms other state-of-the-art trackers on most attributes.

(a) Background Clutters.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.851 0.815 0.801 0.783 0.848 0.850 0.877 0.859 0.848 0.819

(b) Deformation.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.839 0.815 0.752 0.774 0.805 0.838 0.807 0.773 0.823 0.792

(c) Fast Motion.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.856 0.840 0.834 0.817 0.788 0.789 0.811 0.808 0.831 0.805

(d) In Plane Rotation.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.865 0.878 0.797 0.805 0.826 0.848 0.824 0.794 0.823 0.772

(e) Illumination Variation.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.905 0.882 0.856 0.859 0.792 0.850 0.871 0.856 0.869 0.837

(f) Low Resolution.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.942 0.895 0.830 0.923 0.869 0.847 0.834 0.720 0.810 0.807

(g) Motion Blur.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.860 0.861 0.850 0.814 0.793 0.790 0.831 0.848 0.846 0.823

(h) Occlusion.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.859 0.805 0.799 0.804 0.796 0.792 0.817 0.826 0.812 0.776

(i) Out of Plane Rotation.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.867 0.839 0.804 0.793 0.823 0.844 0.840 0.819 0.833 0.790

(j) Scale Variation.

Tracker DCFST DiMP fdKCF* ATOM SiamDW DaSiamRPN VITAL ECO MDNet RT-MDNet

Mean Overlap 0.890 0.869 0.804 0.855 0.824 0.835 0.827 0.808 0.812 0.798
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Fig. 2: Qualitative comparison between the proposed DCFST and five state-of-
the-art trackers on seven hard sequences of OTB2015. Our DCFST can track the
target objects accurately and robustly in these hard cases where most trackers
fail. Best viewed on a high-resolution screen.
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