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1 Region Level Selection

We also compare with two approaches that are primarily considered as a region
level selection approach: CEREALS [3] and RBAL [1]. CEREALS uses an FCN-
8s [2] (with a 0.25 width multiplier) architecture, while RBAL uses the ICNet
[5] architecture. We use the respective architectures to compute the contextual
diversity (CD) for frame selection in our experimental comparisons. CEREALS
operates in different modes, one of which uses the entire frame as selected region.
This setting, while not the best performing version of CEREALS, is directly
comparable with CDAL. We report this comparison in the first row of Table 1.
For this comparison, we follow the same protocol as presented in [3] and take the
initial seed set of 50 images and at each step another 50 samples are selected.
We report the results when nearly 10% of the data ise selected, which amounts
to about 300 frames in Cityscapes. We can see that for frame selection CDAL-
RL outperforms CEREALS by about 3.4% mloU. We also note that CDAL
is complementary to the approach that CEREALS. The best configuration of
CEREALS, which upon leveraging only small patches (128 x 128) within an
image achieves an mlIoU of 57.5% by annotating about 10% of the data.

In RBAL [1], the ICNet [5] model was pre-trained using 1175 frames, fol-
lowed by selection of 10% of pixels across the remaining 1800 frames. For a fair
comparison, we maintain the same annotation budget (1175 + 0.1*1800) of 1355
frames. We pre-train the ICNet model using 586 frames and select the remain-
ing 769 frames using CDAL. The results after fine-tuning the model with the
selected frames is compared with the mIoU reported in [1] in the second row of
Table 1. We observe a reasonable improvement, even though CDAL only selects
1355 frames as opposed to RBAL accessing all 2975 frames.

Both of these results indicate that CDAL based frame selection complements
the region based selection.

2 Qualitative Results for CDAL

In Fig. 1, we show the top 3 frames selected from three independent runs of
CDAL-RL from the Class-wise Contextual Diversity Reward ablation described

* Equal contribution.
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Selected Selected  Base

Data Frames  Model mloU (%)
CEREALS [3] 300 48.2
CDAL-RL ~ 10% 300 TON8s 516
RBAL [1] 2975 61.3
CDAL-RL 45% 1355  1ONet 6o g

Table 1. Comparisons with region-based active learning approaches on Cityscapes.
CDAL-RL again outperforms both the methods with a significant margin.

in Sec. 5 of the main paper. The left most column shows images selected when
CDAL-RL is only trained with a CD reward using the set of classes {Sidewalk},
the middle column with CD computed using {Sidewalk, Fence} and the right-
most column with CD computed using {Sidewalk, Fence, Vegetation}. Two rows
are shown for each selection. The first row shows the frame selected with the
predictions for each class used for CD computation overlaid. The insets show
the ground truth labels (top) and the predicted labels. The second row shows
the class-specific confusion for the three classes considered: Sidewalk, Fence and
Vegetation.

As we scan through the rows, we see that as the classes are included in the
CD computation, the corresponding class-confusion reduces, which is evident
from the reduced entropy (and increased peakiness) of each of the mixture dis-
tributions. As we see the selected images along the columns, we observe that
the spatial neighborhood of the classes like Sidewalk contain different classes
like Car, Motorcycle, and Person in the first column. Similarly, in the other two
columns we see a different set of classes appearing in the selected frames in the
spatial neighborhood of regions corresponding to the predictions of Sidewalk,
Fence and Vegetation'.

3 Ablation on Image Classification: CIFAR100

Biased Initial Pool. In the first case we check the robustness of CDAL in
terms of biased initial labeled pool. We follow the exact experimental setup of
VAAL [4] and at random exclude data for m=10 and m=20 classes from the
initial labeled pool. From Figures 2(a), and 2(b), we can see that in both cases
of m=10 and m=20 respectively the results of CDAL-RL are better than existing
techniques.

Noisy Oracle. In the second set of experiments, we incorporated noisy oracle,
similar to VAAL [4]. We replaced 10%, 20% and 30% of the selected labels with
a random class from the same super-class. Figure 2(c) shows that CDAL-RL
is substantially more robust to noisy labels as compared to other approaches.
This is possibly due to the pairwise KL-divergence based selection of frames,

! More qualitative results are included in our project page at: https://github.com/
sharat29ag/CDAL
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which effectively captures the disparity of confusion between frames and is less
sensitive to outliers.

Varying Budget. In the second set of experiments we changed the step size for
varying budget experiments. In the main paper, all the experiments have been
shown with a step size of 5% (e.g. 20%, 25%, 30% and so on). Figure 2(d) shows
results on CIFAR 100 with budget steps of 10%. We can see that varying budget
does not much effect the performance of CDAL-RL and performs better than
VAAL [4] and its competitive approaches.

Change in network Architecture. As shown in the case of semantic segmen-
tation CDAL-RL performs better irrespective of the network architecture, here
we show results of CIFAR-100 on ResNet18, as shown in Figure 3 our CDAL-
RLoutperforms all existing baselines by a substantial margin.

4 Ablation: Sensitivity analysis of «

As discussed in section 3.2 we have performed all the experiments with a = 0.75.
Here we justify that the selection of the weight for the reward was not very
sensitive, but we focused on giving more weight to the CD component of the
reward. The experiment was performed for CDAL-RL using the model trained at
20%, with the goal of selecting the next 5% samples to retrain the model at 25%.
As we can see in the Table 2, we performed experiments with « taking values
of 0.25, 0.5 and 0.75 and obtained the highest mIoU for 0.75. Even the smallest
mloU of 55.5% is still significantly higher than VAAL (~ 54%) and CDAL-CS
(~ 54.9%). Therefore, while the performance may change by increasing «, it still
is better than other competing methods.

@ 0.25 0.50 0.75
mloU 55.5 55.8 56.3

Table 2. Cityscapes ablation of a weighting factor for reward in CDAL-RL

4.1 Weights ablation of mixture distribution

Following the same experimental setup as above, we used the Cityscapes dataset
and the model trained using 20% of teh data. With the goal of making the selec-
tion of the next 5% samples, we changed the mixture weights in Eq. (1) instead
of Shannon’s entropy. As we result, there was a deterioration in the 25% perfor-
mance from 56.3% mlIoU to 55.2% mloU. This is in line with our expectation
that the Shannon’s entropy used as weight better captures the uncertainty in
the predictions and therefore leads to better selections.
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Algorithm

Algorithm 1 CDAL-CS

Input: Unlabelled pool features X*, Budget b, selected pool s

—_

: Add randomly selected data point 2o € X*“ to s
Initialize a distance matrix D of size |S|x|X™| using Eq.(2) as distance metric.
repeat .
compute D as a | X*| dimensional vector of minimum distances from each centroid
select new centroid using u = arg max(ﬁ)
add wu to selected pool s
update D
until |s|= |b]
return s

A

lgorithm 2 CDAL-RL

Input: Unlabelled pool features X“, RL Model Parameters 0ry,

1

2:

3
4
5:
6:
7.
8
9

: for e = 1 to epochs do

Predict p; for every data point

sample " ~ X using highest probabilities

compute Req , Ryr , Rsr

Using REINFORCE algorithm, calculate gradient Vo.J(0)
Vod(0) = & S5 R

Update Orr, using SGD

: HRL ZGRL—OéVQ(—J)

: return trained Ory,
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Fig. 1. Qualitative results for Class-wise Contextual Diversity Reward.
Columns (Left to Right) show outcomes of experiments run when the Contextual Di-
versity (CD) is computed using the following sets of classes: {Sidewalk}, {Sidewalk
and Fence}, {Sidewalk, Fence and Vegetation}. Pairs of rows show frames selected by
CDAL when CD was computed using the aforementioned classes in the top row. The
top and bottom insets show the ground truth and the predictions overlaid over the
regions respectively. The bottom row, shows the class-specific confusion correspond-
ing to the three classes used for computing CD. The mixture distribution depicting
the class-specific confusion is computed over the selected image. As more classes are
included in the CD computation, we see the confusion reducing.



Average Accuracy
w w S S v
o w o wv o

N
v

542
537
%32
a>—,27

<22

Contextual Diversity for Active Learning
- 50 -
’.
i 45 4 e
oy
1 840 A
2
<
4 %35 1
/o §
1 £ ~=CDAL-RL ~-VAAL 230 | =CDAL-RL = -VAAL
-+ Coreset -+ Random - Coreset - Random
T T T T T 1 25 T T T T T 1
10 15 20 25 30 35 40 10 15 20 25 30 35 40
Labeled Data in (%) Labeled Data in (%)
(a) (b)
~a-CDAL-RL(30%) == -VAAL(30%) @ Coreset(30%) ~e Random(30%) 50 1
~#~CDAL-RL(20%) == -VAAL(20%) ~e Coreset(20%) =¢ Random(20%)
~=~CDAL-RL(10%) =4 -VAAL(10%) =+ Coreset(10%) Random(10%) 45 A
oy
240 A
>
Q
<
035 -
oo
R T=E i
(ot g =CDAL-RL  ~-VAAL
= S gp— Fewend L 4
P iz i 30 - Coreset  -= Ensemble
B iaisinh eininninin e -+ Dropout
u T T T T T 1 25 T T 1
10 15 20 25 30 35 40 10 30 40

Labeled Data(%)

(c)

20
Labeled Data in (%)

(d)

Fig. 2. Ablation of CDAL-RL on CIFAR-100. Biased Initial pool with with (a)m=10
and (b)m=20, (c) Noisy Oracle, (d) Varying budget with a step size of 10%
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Fig. 3. Performance comparison of CDAL-RL using the ResNet-18 architecture on
CIFAR-100.



