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Abstract. In this paper, we propose novel stochastic modeling of vari-
ous components of a continuous sign language recognition (CSLR) sys-
tem that is based on the transformer encoder and connectionist temporal
classification (CTC). Most importantly, We model each sign gloss with
multiple states, and the number of states is a categorical random vari-
able that follows a learned probability distribution, providing stochastic
fine-grained labels for training the CTC decoder. We further propose a
stochastic frame dropping mechanism and a gradient stopping method
to deal with the severe overfitting problem in training the transformer
model with CTC loss. These two methods also help reduce the training
computation, both in terms of time and space, significantly. We evalu-
ated our model on popular CSLR datasets, and show its effectiveness
compared to the state-of-the-art methods.

1 Introduction

Sign language is the primary communication medium among the deaf. It conveys
meaning using gestures, facial expressions and upper body posture, etc., and has
linguistic rules that are different from those of spoken languages. Sign language
recognition (SLR) is the task of converting a sign language video to the corre-
sponding sequence of (sign) glosses (i.e., “words” in a sign language), which are
the basic units of the sign language semantics. Both isolated sign language recog-
nition (ISLR) [15] and continuous sign language recognition (CSLR) have been
attempted. ISLR classifies a gloss-wise segmented video into its corresponding
gloss, whereas CSLR classifies a sentence-level sign video into its corresponding
sequence of glosses. The latter task is more difficult and is the focus of this paper.

Most of the modern CSLR architectures contain three components: visual
model, contextual model and alignment model. The visual model first extracts
the visual features from the input video frames, based on which the contextual
model further mines the correlation between the glosses. Convolutional neural
networks (CNNs) and recurrent neural networks (RNNs) are commonly used
architectures for the visual and contextual model, respectively. In CSLR, sign
glosses occur (time-wise) monotonically with the corresponding events in the
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video. Thus, an alignment model is required to find the proper mapping be-
tween the video frames and glosses such that the model can be trained. Methods
like [12, 14, 11] align the video frames to glosses by applying Viterbi search on the
hidden Markov models (HMMSs). While others [2, 5,25,27,17] adopt the connec-
tionist temporal classification (CTC) method, where a soft full-sum alignment is
calculated as the final training objective. For both HMM-based and CTC-based
CSLR models, it is usually necessary to fine-tune the lower-level visual feature
extractor during model training, as it has been shown that the visual network
cannot learn effective features in end-to-end training [14, 17].

To address this problem, we propose to use the transformer encoder [22] as
the contextual model for CSLR, which has been shown effective in tasks such as
machine translation [22, 6] and speech recognition [16]. The residual connections
between layers in the transformer encoder help backpropagate the errors better
to the visual model. Moreover, to improve model robustness and to alleviate
the overfitting problem, we propose dropping video frames stochastically and
randomly stopping the gradients of some frames during training. We call these
two procedures stochastic frame dropping (SFD) and stochastic gradient stopping
(SGS), respectively. More importantly, we perform detailed modeling and allow
each gloss model to have multiple states, but the number of states for each gloss
model is variable and is modeled by a probability distribution that is trained
jointly with the rest of the system. We named this method stochastic fine-grained
labeling (SFL). SFL provides stochastic finer-grained labels for the CTC loss,
thus provides more supervision in the temporal domain.

Overall, the main contributions of our work are:

1. We propose stochastic frame dropping (SFD) and stochastic gradient stop-
ping (SGS) to reduce video memory footprint, improve model robustness
and alleviate the overfitting problem during model training.

2. We introduce stochastic fine-grained labeling (SFL) to model glosses with
multiple states. The number of states of any gloss is variable and follows a
probability distribution. As a result, the performance of our SLR model is
further improved.

The rest of this paper is organized as follows: In Section 2, we review related
works. Section 3 introduces the use of stochastic modeling in three components
of our model. Section 4 presents the experimental evaluation of our proposed
methods and discussions on the findings. Finally we conclude in Section 5.

2 Related Works

In the past, many works [12] tackle the CSLR problem using the Gaussian mix-
ture model-hidden Markov model (GMM-HMM) with hand-crafted visual fea-
tures. Since the features are hand-crafted, they are usually not robust and not
optimal as they are not optimized jointly with the rest of their CSLR systems.

To leverage the power of deep learning for automatic feature extraction, hy-
brid models [13, 14, 11] are proposed, which combine deep neural network models
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with HMM. As HMM requires the computation of priors, these methods are usu-
ally trained with epoch-wise re-alignment. To avoid prior estimation, some other
methods [27,25,17] try to replace HMMs with the connectionist temporal clas-
sification (CTC) method, which provides a soft full-sum alignment and re-aligns
after each mini-batch. However, as the visual model fails to learn representative
features, epoch-wise iterative fine-tuning of the visual model is required.

Sequence-to-sequence (Seq2Seq) architecture [1] has also been attempted for
CSLR, in which, the alignments are calculated by a global weighted summation
of the input sequence. As there is no monotonicity constraint, the model tends
to misalign. Moreover, since the decoder takes the ground truth labels as inputs
during training, the model suffers from the exposure bias problem, where errors
accumulate with each decoding step during testing. [26] utilizes a transformer-
based Seq2Seq model and applies reinforcement learning to alleviate exposure
bias. On the other hand, [17] uses CTC in additional to a Seq2Seq decoder to
make up for the performance degradation. Work [3] proposes to jointly train
the SLR and SLT tasks in a CNN-Transformer framework by combining the
CTC loss on sign glosses and cross-entropy loss on spoken words, which relies
on pretraining the visual model via a CNN+LSTM+HMM setup [11].

In this work, we choose CTC as the alignment model so that we do not need
to do re-alignment frequently for the prior estimation in HMM-based models and
for alleviating the exposure bias problem in the Seq2Seq architecture. Compared
with other CTC works, our method avoid the necessity of having to fine-tune
the visual model iteratively after each epoch.

3 Methodology

In this section, we introduce our stochastic multi-states (SMS) framework. We
will first give an overview of the framework, then describe stochastic frame drop-
ping (SFD), stochastic gradient stopping (SGS) and stochastic fine-grained la-
beling (SFL), respectively in detail.

3.1 Framework Overview

The overall framework of our model is presented in Figure 1. The design of the
network follows the visual-contextual-alignment model scheme. For the visual
model, we choose 2D convolutional neural network (2D-CNN) to extract visual
features from individual frames. For the contextual model, we select the trans-
former encoder with relative positional encoding. The connectionist temporal
classification (CTC) is adopted as the alignment model.

Given an RGB video with T frames x = (X3, ..., Xr), the visual model (CNN)
first extracts visual features z = (21, ..., zr) from individual frames. After this,
the contextual model extracts the temporal correlation between the visual vec-
tors. Then, the posterior probabilities of sub-gloss states are calculated based on
the features output by the contextual model. At the same time, the SFL module
takes the corresponding target gloss sequence y = (y1,...,yr) with length L as
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Fig. 1. Overview of our framework. Video frames are first processed by CNN to produce
a visual feature sequence which is then fed into a transformer encoder. The output of
the transformer encoder is further sent to a fully connected (FC) + softmax layer to
produce the probability of sub-gloss states at each time step conditioned on the input
video. In the meantime, the target sequence y is fed into the stochastic fine-grained
labeling (SFL) module, and a sequence of sub-gloss state numbers ¢ is sampled. The
extension function £(y,c) extends the input gloss sequence y according to the state
number sequence ¢ to produce a sequence of sub-gloss states . Based on the probability
the sequence produces and the fine-grained label 3, CTC calculates the probability of
the fine-grained labels y given the video p(y|x), which is further used to reward the
SFL module for producing state number sequence that leads to higher p(y|x).

input and generates a probability distribution of the number of states for each
gloss. Based on this distribution, a sequence of state numbers ¢ = (¢, ..., cp) is
sampled and the original gloss sequence is extended to a sub-gloss state sequence
y = (1,-..,9s), where S = Zlel ¢;. Finally, CTC is applied to calculate the
posterior probability of the sub-gloss state sequence p(y|x).

3.2 Visual Model

We use ResNet [8] as the visual model as they are powerful enough but relatively
lightweight compared to models like GoogLeNet [21] or VGG [20]. The ResNet
is pre-trained on ImageNet [18]. The final fully connected layer is replaced by a
linear layer that suits the dimension of our contextual model.

Stochastic Frame Dropping

Due to the limited amount of sign language data, overfitting is a main issue
during training. To avoid the network overfitting salient frames and ignoring
the less representative ones, we introduce a stochastic frame dropping (SFD)
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technique that stochastically drops out some frames during training. The frame
dropping also changes the rate of signs and introduces signing speed variations
into the training data.

During training, we randomly discard a fixed proportion of frames in a video
by uniform sampling without replacement. Suppose there are T’ frames in a
video originally, and the proportion hyper-parameter is parop, then [T” X parop |
frames will be discarded. During testing, to match the training condition, we

evenly select every ﬁ—th frame from the testing video to drop. If pd" is not
rop rop

a whole integer, it will be rounded to the nearest integer.

The SFD mechanism not only augments the data but also improves time
efficiency and reduces memory footprint as fewer frames are processed during
training and testing.

Stochastic Gradient Stopping

To further prevent overfitting, reduce memory consumption and speed up
training, we propose the stochastic gradient stopping (SGS) training technique.
This method avoids to compute back-propagation for a part of the input frames
during visual feature extraction. Similar to SFD, a hyper-parameter psop, is set
for the proportion of frames whose gradient will be stopped. Again, the SGS
frames are sampled stochastically and uniformly without replacement. Denote
the output of CNN, i.e., the sequence of visual features as z = (z1,...,2z7), the
gradient of the CTC objective with respect to any CNN parameter ¢ can be
written as follows:

T
v¢ 1ng<Y|X) = Z<VZt lng(Y|z>7 V¢Zt>
i=t

~ T K [(Vy, logp(ylz), Vz:)] (1)

K
~T- % Z(Vztk log p(y|z), Vyzy,)
k=1
where t, ~U{1,...,T} and K = |T X Dstop] -

In SGS, the mean gradient of CNN parameter ¢ is approximated by its
sample mean, which introduces noise to the gradient to prevent CNN from over-
fitting. Since a part of the frames are detached from the computation graph and
the intermediate outputs of those frames are no longer required to be held for
back-propagation, SGS reduces memory footprint during training. Moreover, the
training procedure is sped up as less computation of back-propagation is needed.

3.3 Contextual Model

The transformer encoder [22] is adopted as the contextual model to further
extract the temporal information between frames. Relative positional encoding
[19] is used instead of the absolute position encoding [22]. For each transformer
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encoder layer, the relative positional encoding holds two sets of learnable vectors
{a,, € RIM__ —and {b,, € R}M__ = For each attention head, denote the

query at the i-th time step as q; € R? and the key, value at the j-th time step
as k;,v; € R%. Instead of calculating the score before the softmax function as

- q/k
Sl,j_ \/g b

the relative positional encoding calculates this score by injecting the relative
positional information aj,;—j) to give

(2)

q kj +q acipi—j)
" Va (3)

clip(m) = max(—M, min(M,m)) .

And for the context vector c;, instead of calculating it as the weighted average
of the value vectors:

Cc;, = zj:aiﬂ-vj (4)

where a; = softmax(s;), the relative positional encoding injects the positional
vector bjip;—jz) into the calculation of c; to give

c; = Zam‘ (Vj + Belip(i—j)) - (5)
J

The relative positional encoding is more suitable for video tasks as the input
sequence is continuous in time and consecutive frames are more correlated.

3.4 Alignment Model

The contextual model produces a spatio-temporal feature vector sequence with
T time steps. To align the feature vector sequence to the target label sequence,
we propose the stochastic fine-grained labeling (SFL) mechanism to enhance the
supervision along the temporal domain based on the CTC method.

Connectionist Temporal Classification (CTC)

CTC introduces a sequence of hidden variables w = (my,...,7r), 71 € VU
{blank}, where V is the vocabulary and blank is a special token for representing
silent time steps and separating consecutive repeating glosses. The hidden state
m; indicates the alignment between the input time step ¢ and the corresponding
gloss in the target sentence. Given the input sequence x = (X1, ...,xr) and the
target sequence y = (y1,...,¥yr), consider the conditional probability:
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plyx) = p(ylm, x)p(m|x)
= > pxx)

reB—1(y) (6)
T

~ > [l .

reB1(y) i=1

where B : (V U {blank})T — VI is a function that maps a hidden sequence
to its corresponding sequence of glosses. More specifically, B converts the hid-
den sequence to the gloss sequence by first removing the consecutive repeating
words and then the blank symbol in the hidden sequence. In CTC, the term
p(7r|x) is approximated by Hthl p(m¢|x) as the hidden variables are assumed to
be independent given the input x. The CTC loss is defined as

Lore(x,y) = —logp(y|x) . (7)

During training, the CTC loss is minimized so that p(y|x) is maximized.
In testing, the prefix beam search algorithm [7] is used to decode the condi-
tional probability sequence. It retains only the k most probable prefixes at each
decoding time step so as to reduces the search space and speed up decoding.

Stochastic Fine-grained Labeling

HMM-based CSLR methods have exploited multiple hidden states to repre-
sent each gloss to increase the label granularity and improve recognition perfor-
mance [14,11]. As one sign gloss usually consists of multiple motion primitives,
using multiple states instead of one single state for one gloss helps the network
learn more discriminative features at different time steps of one gloss.

Given an input video x = (x1,...,Xr), the corresponding gloss sequence:
vy = (y1,...,y1), a sub-gloss state number sequence ¢ = (c1,...,cr) and the
maximal state number ¢y .y, the fine-grained label y is defined as an extension
of the original gloss sequence:

Y=E(y.€) = Ws - U Yz s Y e YL UTE) (®)

where 47 € Vx{1,..., cmax} and j € {1,...,¢;} . The extension function £(y, c)
takes the gloss sequence y and the sub-gloss state number sequence ¢ as inputs,
and extends the gloss sequence to a sub-gloss state sequence y. In HMM-based
methods, the number of states is usually fixed for each gloss as there is no prior
knowledge about the optimal number of states. Skip transitions are used to
allow exiting a gloss earlier. To avoid extra effort of manually fine-tuning the
skip/exit penalty, we propose the stochastic fine-grained labeling (SFL) method
that allows the model to automatically learn the number of states for each gloss.
SFL utilizes the REINFORCE algorithm [23] to estimate the distribution of the
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number of states during training. By sampling different state number sequence
c based on the target sequence, we reinforce the probability of the state number
sequences that produce lower CTC loss.

The log conditional probability log p(y|x) in CTC loss (Equation 7) can be
re-written by introducing the state number sequence c as latent variables as
follows:

p(y,clx)
] -1
og p(y|x) ogE plefx)? R

p(elx)

= IEcr\«p(c|x) [logp(ya C|X) - lng(C|X)] :

Instead of directly maximizing log p(y|x), the lower bound given by Equation
9 is maximized, which can be further written as follows by taking the extended
sub-gloss sequence y = £(y, ¢) into account:

> Zp(c|x) log p(y, clx) (Jensen’s inequality) )

IE:c:wp(c|x) [logp(y7 C|X) - 10gp(C|X)] = Ecwp(c\x) [10gp(}7|X)] + H[C] . (10)

Here Hc] is the entropy of the state number distribution whose gradi-
ent can be calculated explicitly given the model. The gradient of the term
Ecp(clx [log p(¥]x)] with respect to the network parameter § can be written as
follows after approximating it by the Monte Carlo method with the log derivative
trick:

v9Ec~p(c|x) [10gp(~| )]
=Ecp(clx) [Volog p(¥[x) + log p(¥[x) Ve log p(c|x)] an
N
1 .
N [Ve log p(E(y, c')|x) + R(c”) Vg log p(c!”|x)]

where R(c)) = logp(E(y, c@)|x).

Given y and x, the term log p(y|x) and its gradient can be directly calculated
using the existing CTC method mentioned above. To reduce the variance of the
Monte Carlo estimator of the gradient, similar to [24], we introduce a reward
baseline term b(x) into the gradient estimator as follows:

R(e) = log p(E(y,c?)|x) — b(x) . (12)

Approximation Trick
Directly sampling the state number sequence ¢ from p(c|x) is impractical as
its length may not match the length of the gloss sequence y, and causes a large

proportion of invalid samples at the beginning of training (as p(y, c|x) = 0 for
such cases). To tackle this problem, we further simplify the model by assuming
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(1) the most probable gloss sequence dominates the others given a video, and
(2) the numbers of states is only dependent on the corresponding gloss. Thus,
we have

plelx) = 3 plylx)p(elx,y)
” (13)

~ maxp(y[x) [ [ p(alw) -
=1

~

In our implementation, p(¢;|y;) is a categorical distribution produced by the
SFL module, which is a simple two-layer feed-forward neural network. It takes
a gloss y; as input and outputs the corresponding distribution state number
distribution p(¢|y:). In training, we follow the empirical distribution and set
p(y|x) = 1 for the data sample (x,y) in the training dataset. As the distri-
bution of ¢ has been changed from being conditioned on x to y, we also up-
date our baseline from b(x) to b(y). For the baseline estimation, we choose an-
other two-layer feed-forward network and train it with the MSE loss between
b(y) = + >, b(y) and the uncalibrated reward R(c®).

4 Experiments

4.1 Dataset and Metrics

PHOENIX-2014 PHOENIX-2014 [12] is a popular German sign language
dataset collected from weather forecast broadcast. The dataset contains a to-
tal of 963k frames captured by an RGB camera in 25 frames per second. It has a
vocabulary size of 1081. There are 5672, 540 and 629 data samples in the train-
ing, development, and testing sets, respectively. The dataset contains 9 signers
who appear in all three splits.

PHOENIX-2014-T PHOENIX-2014-T [4] is an extension to the PHOENIX-
2014 dataset with different sentence boundaries. It is designed for sign language
translation but can also be used to evaluate the CSLR task. The dataset has
a vocabulary size of 1085. There are 7096, 519 and 642 samples in the train-
ing, development, and testing sets, respectively. Similar to the PHOENIX-2014
dataset, there are 9 signers who appear in all three splits.

Metrics For evaluation, we use word error rate (WER) as the metric, which
is defined as the minimal summation of the substitution, insertion and deletion
operations to convert the recognized sentence to the corresponding reference
sentence:

# substitutions + # insertions + # deletions

WER =
# glosses in reference

(14)
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For both datasets, the evaluation script comes along with the dataset is used
for computing the WER.

4.2 Basic Settings

Data Processing and Augmentation For PHOENIX-2014 and PHOENIX-
2014-T dataset, we follow the commonly used setting to adopt the full-frame
videos with a resolution of 210 x 260. The frames are first resized to 256 x 256
and then cropped to 224 x 224. During training, random cropping is used and
in testing, center cropping is adopted.

Model Hyperparameters For the visual model, we adopt a 18-layer 2D
ResNet pre-trained on ImageNet [18] with the fully connected layer removed.
For the contextual model, we use a 2-layer transformer encoder with 4 heads
(h = 4), model dimension d = 512 and position-wise feed-forward layer dimen-
sion dg = 2048.

Training and Decoding The model is trained with a batch size of 8 using the
Adam optimizer [10] with 5; = 0.9 and 2 = 0.999. We schedule the learning
rate for the i-th epoch as 1; = 19-0.952) with initial learning rate o = 1 x 10~%.
Each model is trained for 30 epochs. For stochastic fine-grained labeling (SFL)
based model, the number of Monte Carlo samples N is set to 32.

During training, if the length of the target sequence exceeds the number of
input frames, the CTC loss of the corresponding sample will be zeroed out. If
it is related to Monte Carlo sampling of p(c(|y), the calibrated reward R(c(®)
will be set to zero. For decoding, we adopt the prefix beam search [7] algorithm.
All testing results are generated using a beam width of 10. In multiple-state
models, we adopt a pseudo-language model which follows the rules below:

1. Within one gloss, the transition is strictly left to right without skipping.
2. For transition between two glosses, only the transition to the first state of
the destination glosses from the last state of the source gloss is allowed.

4.3 Results and Analysis

In this section, we discuss the effectiveness of our proposed methods based on
the experimental results on PHOENIX-2014 dataset.

Stochastic Frame Dropping We conduct experiments with 0%, 25%, 50%
and 75% frame dropping rates parop. To keep the window size M of relative
position encoding consistent, we use M = 16,12,8 and 4 for parop = 0%, 25%,
50% and 75%, respectively. In this stage, the number of states for all glosses
is set to 1 and no gradient is stopped. Figure 2 (Left) shows the performance
with different dropping rates. The results show that if the dropping rate is low



Stochastic Fine-grained Labeling for CSLR 11

(i.e., 0% and 25%), the model tends to give worse results as there are fewer
variants in the random dropping and the model tends to overfit the retained
salient frames. On the other hand, if the dropping rate is too high (i.e, 75%),
the model may lose too much information resulting in a slight increase of WER.
We select parop = 50% as the default setting for the following experiments.
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Fig. 2. WER of models trained with parop = 0%, 25%, 50% and 75% (Left), and WER
of models trained with pstop = 0%, 25%, 50%, 75% and 90% given pdrop = 50% (Right).
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Fig. 3. Comparison between different numbers of states under deterministic fine-
grained labeling (Left) and different maximal numbers of states under stochastic fine-
grained labeling (Right).

Stochastic Gradient Stopping For stochastic gradient stopping, we train
models with different pgiop based on parop = 50% setting. As shown in Figure 2,
the performance is not effected too much by gradient dropping probably because
the visual model has already been pre-trained on ImageNet. Among the selected
Dstops the optimal pgop is 75% for the Dev set and 50% for the Test set. In the
following experiments, psiop = 75% is selected as the default setting.
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Table 1. The comparison between the REINFORCE method with a simple uniform
distribution over the number of states. The maximal numbers of states C' are set to 5.

Dev (%) Test (%)
del/ins WER | del/ins WER
Uniform 18.5/2.3 30.2 | 19.3/2.0 30.3
REINFORCE | 7.9/6.5 262 | 7.5/6.3 26.8

Deterministic Fine-grained Labeling We first test our model on a deter-
ministic fine-grained labeling (DFL) setting where the numbers of states for all
glosses are fixed to a constant C. The distribution of the number of states ¢; for
the I-th gloss y; is set as:

].,Cl:C

0, otherwise (15)

plaly) = {
As shown in Figure 3 (Left), when the number of states is set to C' = 2, the
WER drops to 26.5% on the Dev set and 27.2% on the Test set. The performance
improves from the baseline (C' = 1) when the number of states is 2 or 3, but
worsens as the number of states further goes up. This is reasonable as the average
number of frames per gloss for the PHOENIX-2014 training dataset is 12.2.
With parop = 50%, half of the frames are stochastically dropped and the average
number of frames per gloss becomes 6.1. When the number of states is large
(e.g., C = 4,5), the shorter videos that contain more glosses will violate the
CTC length constraint and hence discarded during training.

Stochastic Fine-grained Labeling We test different maximal numbers of
states for the stochastic fine-grained labeling (SFL) method in Figure 3 (Right).
The WER starts to decrease as the maximal number of states exceeds 2. To
further show the necessity of the REINFORCE algorithm, we compare the the
REINFORCE method with a model trained with a uniform distribution over the
number of states, i.e., p(¢|y;) = % As shown in Table 1, the performance of the
model trained with uniformly distributed number of states is much worse than
that of the model trained with the REINFORCE algorithm.

Qualitative Results Figure 4 shows the posteriors of sub-gloss states produced
by our model. It can be seen that our proposed SFL method prefers to assign
glosses with 2 or 4 states, and each state lasts for 1 ~ 3 frames under the 50%
frame dropping rate.
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Table 2. The comparison with state-of-the-art works on the PHOENIX-2014 dataset.
Baseline stands for our network architecture without SFD, SGS, and SFD. LM stands
for the use of the language model provided by the PHOENIX-2014 dataset during
decoding. Some notes on experimental setting: For SFD, pdrop = 0.5; for SGS, pstop =
0.75; for DFL, C' = 2; for SFL, Cpaz = 5.

Dev (% Test (%
Method del/ins ven del /ins i
Deep Sign[13] - 38.3 - 38.8
Re-sign [14] - 27.1 - 26.8
SubUNets [2] - 40.8 - 40.7
Staged-Opt[5] - 39.4 - 38.7
LS-HAN [9] . - - 38.3
Align-iOpt [17] 12.9/2.6 371 | 13.0/25 36.7
SF-Net [25] - 35.6 - 34.9
DPD+TEM [27] 95/3.2 356 | 9.3/3.1 345
CNN-LSTM-HMM [11] | - 26.0 - 26.0
Baseline 9.0/9.3 34.1 | 89/9.2 339
SFD 10.1/6.4 29.1 | 9.9/6.6  30.3
SFD+SGS 9.9/6.9 29.8 | 9.3/6.6 294
SFD+SGS+DFL 8.0/6.5 26.5 | 81/6.3 27.2
SFD+SGS+SFL 7.9/6.5 262 | 7.5/6.3 26.8
SFD+SGS+SFL+LM |10.3/4.1 24.9 | 10.4/3.6 25.3
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Table 3. The comparison with state-of-the-art works on the PHOENIX-2014-T
dataset. Our SFD+SGS+SFL model is trained with only the full-frame stream and
gloss annotation.

Annotation WER (%
Method Gloss Mouth Hand Text|Dev Tesg
CNN-LSTM-HMM (1-Stream) [11]| v 24.5 26.5
CNN-LSTM-HMM (2-Stream) [11]| v v 245 25.4
CNN-LSTM-HMM (3-Stream) [11]| v v 22.1 24.1
SLT (Gloss) [3] v 24.9 24.6
SLT (Gloss+Text) [3] v v 1246 24.5
SFD+SGS+SFL v 25.1 26.1

4.4 Comparison with State-of-the-arts

In this section, we compare our method with other state-of-the-art (SOTA)
CSLR methods on the two datasets mentioned in Section 4.1.

PHONIEX-2014 Table 2 shows that our final result with the use of language
model outperforms the best SOTA result on the PHOENIX-2014 dataset by
1.1% and 0.7% on the Dev and Test set, respectively.

PHONIEX-2014-T Table 3 shows our result compared to other SOTA results
on the PHOENIX-2014-T dataset. Our model achieves comparable results among
the models trained with gloss annotation only.

5 Conclusions

In this paper, we propose stochastic modeling of various components of a con-
tinuous sign language recognition architecture. We use ResNet18 as the visual
model, transformer encoder as the contextual model and a stochastic fine-grained
labeling version of connectionist temporal classification (CTC) as the alignment
model. We addressed the issue of unsatisfactory performance when training the
CNN-transformer model with CTC loss in an end-to-end manner by introducing
the SFD, SGS, and further improve the model performance by introducing SFL.
Our model outperforms the state-of-the-art results by 1.1%/0.7% on the dev set
and the test set of the PHOENIX-2014 dataset, and achieves competitive results
on the PHOENIX-2014-T dataset.
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