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Abstract. Identifying common patterns among events is a key capabil-
ity for human and machine perception, as it underlies intelligent deci-
sion making. Here, we propose an approach for learning semantic rela-
tional set abstractions on videos, inspired by human learning. Our model
combines visual features as input with natural language supervision to
generate high-level representations of similarities across a set of videos.
This allows our model to perform cognitive tasks such as set abstrac-
tion (which general concept is in common among a set of videos?), set
completion (which new video goes well with the set?), and odd one out
detection (which video does not belong to the set?). Experiments on
two video benchmarks, Kinetics and Multi-Moments in Time, show that
robust and versatile representations emerge when learning to recognize
commonalities among sets. We compare our model to several baseline
algorithms and show that significant improvements result from explic-
itly learning relational abstractions with semantic supervision. Code and
models are available online †.
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1 Introduction

Humans are extraordinary at picking out patterns between different events, de-
tecting what they have in common and organize them into abstract categories,
a key ability for everyday reasoning. Our goal in this paper is to instantiate this
ability into a computer vision system. Learning the semantic relational abstrac-
tion between a set of events (Figure 1) allows a model to perform cognitive-level
tasks similar to a person abstracting common patterns. If a model has learned
that exercising can take many forms (running, weightlifting, boxing), its feature
representation can naturally be used to select which new event is similar to the
set, or detect an incompatible exemplar. If the system can enrich the learning of
these abstractions with semantic and verbal content, we are one step closer to
people’s ability to combine visual and contextual relationships to form a deeper
understanding of observed events.

∗Equal contribution.
†Project website: abstraction.csail.mit.edu
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Fig. 1: Semantic Relational Set Abstraction and its Applications: We
propose a paradigm to learn the commonalities between events in a set (the set
abstraction) using a relational video model. Our model is trained to approximate
the semantic language-based representation of the abstraction and predict the
abstract class shared by the videos. Once trained, the model is able to identify the
abstraction that represents a set of videos, select videos that fit this abstraction,
and detect when a member of the set does not match the common theme.

In this paper, we propose an approach for learning semantic relational set
abstraction which recasts a single exemplar recognition task to the task of encod-
ing conceptual relationships shared among a set of videos. We apply our trained
model to solve a variety of operations, namely set abstraction (what is in com-
mon?), set completion (which new video goes well with the set?), and odd one
out detection (which video does not belong to the set?). Additionally, we com-
pare our abstraction model to human performance on a novel relational event
abstraction task where participants rank a set of query videos according to how
closely they align with the abstract semantic relationship found between a set
of reference videos. This human baseline provides a strong evaluation metric for
determining how well our model can encode semantic relationships and allows
us to measure the human ability to abstract common concepts from video sets.

By formulating the new set abstraction task in tandem with a language su-
pervision module, we aim to better approximate human cognitive-level decisions.
Importantly, we pioneer a data generation methodology which approximates hu-
man behavior in abstraction-related tasks. The semantic relational algorithm al-
lows us to sample training examples that categorize the commonalities between
sets of videos in a human understandable way. We root our experiments in event
understanding, leveraging the large scale video datasets Kinetics [19] and Multi-
Moments in Time [27], replicating all our results with these two benchmarks. To
summarize, the main contributions of this paper are:

1. A novel relational set abstraction model which generates representations
of abstract events relating a set of videos in a language-based geometric space
and assigns a human-understandable label to the common concept underly-
ing each set. This can be used for cognitive-level relation tasks, namely set
completion and odd one out detection, achieving human-level performance.

2. A novel paradigm, the Relational Event Abstraction task, which mea-
sures human performance on event abstraction. Given a set of reference



Semantic Relational Set Abstraction for Event Understanding 3

videos representing specific events (e.g. digging, peeling, unwrapping), the
task involves finding the common abstract concept shared by the videos in
the set (e.g. removing in this case), and ranking a set of query videos based
on how close they align with the abstraction.

3. A dataset for Relational Event Abstraction built using a novel se-
mantic relational algorithmic methodology rooted in natural language which
correlates highly with human results on the relational event abstraction task.
This allows us to sample a large number of reference and query sets for train-
ing and evaluation, avoiding expensive human annotation.

2 Related Work

Concepts Organization. Concepts can be organized in a hierarchical structure
(i.e. trees), a chain (i.e. linear organization), or a ring (i.e. perceptual similari-
ties of colors)[34]. Computer vision work on visual classification most often uses
trees, with root categories forming the base of taxonomies (i.e. for object [8] and
scene classes [39]). Hierarchies can be pre-defined [17,36] or learned [2,10], and
can help with transfer learning between categories [23], and class prediction for
videos [29,30]. EventNet [40] built an action concept dataset with a hierarchi-
cal structure that includes low-level event labels as leaf nodes and increasingly
abstract concept labels as parent nodes. They trained a CNN to identify the
low-level event labels from the video frames and combine the representation
learned from this model with a set of SVMs to predict the higher-level concepts
associated with the video. Here, we similarly use a pre-defined relational orga-
nization between activities (i.e. jog, swim and weightlift all share the abstract
relation exercise) as a tool for learning the abstract semantic relations between
sets of videos. While previous works consider a single instance at a time, our goal
is to generate representations for sets of videos to identify common relationships.

Video Recognition. Two stream convolutional networks (CNNs) [33] combine
static images and optical flow. In [11], a recurrent model uses an LSTM to learn
temporal relationships between features extracted from each frame. 3D CNNs
[35] aim to directly learn motion using 3D convolutional kernels to extract fea-
tures from a dense sequence of frames. I3D proposes incorporating optical flow
with 3D CNNs to form a two stream 3D network [6] “inflated” from 2D filters
pre-trained on ImageNet [9]. Temporal Segment [37] and Temporal Relation
Networks [43] model relationships between frames from different time segments
while non-local modules [38] capture long-range dependencies. SlowFast Net-
works [12] combine two streams using dense (fast) and sparse (slow) frame rates
to simultaneously learn spatial and temporal information.

Visual Similarity. Prior work has proposed methods for estimating similar-
ity between images and video pairs for retrieval and anomaly detection. Fractal
representations have been used to estimate pair-wise image similarity and rela-
tionships in order to solve the Odd One Out problem by encoding the spatial
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transformations needed to convert each image in a set to each other image [24].
Semantic word similarity has been shown to be a good approximation for quan-
tifying visual relationships [41] while Siamese Networks [5] have been used to
naturally rank the similarity of sets of images for one-shot image recognition [20].
ViSiL [21] proposes an architecture for learning the similarity between pairs of
videos that incorporates both spatial and temporal similarity for video retrieval.
Odd-one-out networks [13] learn temporal representations of videos that are used
to identify the video in a set that has out of order frames. IECO [42] uses ideas
from SlowFast Networks [12] to form a two-stream ECO network [44] to learn
instance, pose and action representations to estimate video similarity in retrieval.

Learning Semantic Relationships in Visual Data. Different approaches
have been proposed for learning semantic relationships between sets of images
and videos. Reinforcement learning is used as a method for selecting subsets of
data that preserve abstract relationships [28]. A Bayesian model has been used
with a conceptual hierarchy formed from ImageNet [9] to identify the concept
relation in image sets [18]. Relation Networks have been used to infer object
relations [32] and Interaction Networks have helped to identify physical relations
in complex systems [3]. We extend the idea of relation learning to videos for
learning event relations in sets of varying length rather than object relations
between images pairs Laso [1] utilizes similarities, and differences, in object labels
of images pairs to improve few shot learning by learning the union, intersection
and subtraction between the binary label vectors for each image.

We take a similar approach to learning the intersection operation of the “ab-
stract” labels for sets of videos but we differ in that we operate on sets of varying
size and are learning the common semantic abstractions of events shared in the
set rather than the common labels found in video pairs. The most similar prior
work ranks a set of unseen videos based on their similarity to a provided event
description [7] by measuring the semantic correlation between the event and
each individual concept in a dictionary of concepts (e.g bike, mountain, etc)
with cosine distance on the word embedding generated from a skip-gram model
[25] trained on a large text corpus. A set of previously unseen videos is ranked
according to the correlation between the video and the provided event using the
event-concept correlation and the concept classifier for each video. We utilize
word embeddings to capture class relationships as was done in other methods
that use similar embeddings to identify semantic visual relations [16,22,41]. How-
ever, we introduce a relational graph and abstract relational embeddings that
are compounded by the embeddings of related classes (see Section 3) and apply
our approach to the task of recognizing the abstraction between a set of videos.

3 A Dataset for Relational Event Abstraction

Our goal is to categorize the relationships between sets of videos close to human
reasoning. We build a dataset for identifying semantic relational event abstrac-
tions between sets using word embeddings from natural language [4] and from
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an abstraction graph where each node represents a semantic relation between its
children. Word embeddings, which capture context and word-to-word relation-
ships [25] from a large text corpus, are complementary to our semantic abstrac-
tion graph and allow our model to capture relationships not directly encoded
into the graph structure. Next, we provide an overview of our approach.

Video Datasets. As an initial step for representing semantic set relationships,
we focus on the relationships between activities in video clips, using Kinetics [19]
and Multi-Moments in Time (M-MiT) datasets [27]. The labels in Kinetics define
specific event classes such as biking through snow and cooking on campfire. The
labels in M-MiT are more general such as bicycling and cooking. The contrast
between the class structures allows us to validate our approach to settings with
both low-level event categories (Kinetics) and high-level classes (M-MiT).

Semantic Relational Graph. To form our relational graphs, we start with the
activity categories provided by the class vocabularies of Kinetics and M-MiT.
We assign each category to a synset in the WordNet lexical database [26] that
captures the specific meaning of the class label applied to its member videos.
Then we extract the hypernym paths of each class in WordNet and add the
path, and the members of each path, to our graph. We verify the graph by hand
and add any missing relations not captured by the WordNet paths. Building
the graph in this way for the full class vocabulary of each dataset allows us
to form a trace from each low-level action to high-level categories that capture
the abstract relationships between their descendant classes. For example, in the
Kinetics graph, the abstraction node for baking has two children that share the
relation of baking, making a cake and baking cookies, and is a child of the ab-
straction node cooking together with other categories such as frying and cooking
chicken that share the same relation of cooking. We do not restrict the nodes in
the graph to have a single parent as we are not building a strict hierarchy but
rather a directed relational graph where each node represents abstract semantic
relations between its descendants. To illustrate, consider the class sculpting from
M-MiT which is a child of both carving, with peeling and shaving, and making
art which includes the descendants drawing and painting (see Figure 2). Treat-
ing the graph as a hierarchy would be incomplete as we would miss out on the
full breadth of relations between these different actions.

Category Embeddings. To increase the amount of information given to our
model in training and to solidify the relationship between an abstraction node
and its children, we generate a semantic embedding vector based on the intuition
of distributional semantic word representations in natural language processing
[25,4] for each node. These representations capture contextual word relationships
from a large unlabeled corpora. We use the word embeddings generated by the
Subword Information Skip Gram (SISG) model [4] which takes into account
the morphology of each word. These vectorized relationships are complementary
to our semantic abstraction graph and aid in allowing our model to capture
additional relationships not directly encoded into the graph structure.

We begin by assigning each leaf node in our graph the average vector of all the
words in the class name using SISG. We then consider this the embedding of that
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