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1 Overview

In this supplementary material, we provide additional results to complement
the paper: (1) We provide the network parameters and configuration of our base
network, our expanded network, the generator and the discriminator in Section
2. (2) We show comparisons with the state-of-the-art algorithms in terms of
complexity in Section 3.1. (3) We show qualitative results of pseudo-samples
generated by the generator in Section 3.2.

2 Network Architectures

Our incremental network consists of the base network and the expanded network.
We also employ a generator that generates pseudo samples to consolidate the
knowledge of the old task. Table 1 and Table 2 list the detailed configuration and
parameters of our base network and our expanded network respectively. Table
3 shows the architecture of the generator and Table 4 shows the architecture of
the discriminator.

Table 1: Detailed architecture of our base network. It consists of a feature ex-
tractor, a feature amalgamator and a decoder. [·] refers to concatenation operation.
The feature amalgamator consists of 3 experts, a set of gate layers, an attention layer,
an aggregation layer and two Bidirectional Sequential Gateing Units (Bi-SGUs). In
the decoder, we use PixelShuffle [1] module as the upsampling layer to upsample the
feature maps by 2×. The final reconstructed image is the summation of the output of
the Decoder1 (out up1-2) and the input image.

∗The first two authors contributed equally to this work.
†Corresponding author.
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Base network Input Output
Kernel
size

In-
put
cha-
nnels

Out-
put
cha-
nnels

Str-
ide

Output
size

Feature
extractor1

conv1-1 image1 (RGB) global feature1-1 3× 3 3 32 1 64× 64
conv1-2 global feature1-1 global feature1-2 3× 3 32 32 2 32× 32
conv1-3 global feature1-2 global feature1-3 3× 3 32 32 2 16× 16

Expert1

expert1
SK-DuRB1

global feature1-2,
global feature1-3

expert1 res1,
expert1 out1

-
32,
32

32,
32

-
32× 32,
16× 16

expert1
SK-DuRB2

expert1 res1,
expert1 out1

expert1 res2,
expert1 out2

-
32,
32

32,
32

-
32× 32,
16× 16

... ... ... ... ... ... ... ...
expert1
SK-DuRB6

expert1 res5,
expert1 out5

expert1 res6,
expert1 out6

-
32,
32

32,
32

-
32× 32,
16× 16

Expert2

expert2
SK-DuRB1

global feature1-2,
global feature1-3

expert2 res1,
expert2 out1

-
32,
32

32,
32

-
32× 32,
16× 16

expert2
SK-DuRB2

expert2 res1,
expert2 out1

expert2 res2,
expert2 out2

-
32,
32

32,
32

-
32× 32,
16× 16

... ... ... ... ... ... ... ...
expert2
SK-DuRB6

expert2 res5,
expert2 out5

expert2 res6,
expert2 out6

-
32,
32

32,
32

-
32× 32,
16× 16

Expert3

expert3
SK-DuRB1

global feature1-2,
global feature1-3

expert3 res1,
expert3 out1

-
32,
32

32,
32

-
32× 32,
16× 16

expert3
SK-DuRB2

expert3 res1,
expert3 out1

expert3 res2,
expert3 out2

-
32,
32

32,
32

-
32× 32,
16× 16

... ... ... ... ... ... ... ...
expert3
SK-DuRB6

expert3 res5,
expert3 out5

expert3 res6,
expert3 out6

-
32,
32

32,
32

-
32× 32,
16× 16

Attention
layer1

global feature1-3 weightsA/weightsB- 32 1 - 3× 3

3×Gate layer
(Expert1)

[image1,
global feature1-2,
expert1 res2/
expert1 res4/
expert1 res6]

expert1 gate res2/
expert1 gate res4/
expert1 gate res6

3× 3 67 32 1 32× 32

3×Gate layer
(Expert1)

[image1,
global feature1-3,
expert1 out2/
expert1 out4/
expert1 out6]

expert1 gate out2/
expert1 gate out4/
expert1 gate out6

3× 3 67 32 1 16× 16

3×Gate layer
(Expert2)

[image1,
global feature1-2,
expert2 res2/
expert2 res4/
expert2 res6]

expert2 gate res2/
expert2 gate res4/
expert2 gate res6

3× 3 67 32 1 32× 32
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3×Gate layer
(Expert2)

[image1,
global feature1-3,
expert2 out2/
expert2 out4/
expert2 out6]

expert2 gate out2/
expert2 gate out4/
expert2 gate out6

3× 3 67 32 1 16× 16

3×Gate layer
(Expert3)

[image1,
global feature1-2,
expert3 res2/
expert3 res4/
expert3 res6]

expert3 gate res2/
expert3 gate res4/
expert3 gate res6

3× 3 67 32 1 32× 32

3×Gate layer
(Expert3)

[image1,
global feature1-3,
expert3 out2/
expert3 out4/
expert3out6]

expert3 gate out2/
expert3 gate out4/
expert3 gate out6

3× 3 67 32 1 16× 16

Aggregation layer1

weightsA,
weightsB,
expertn gate resi,
expertn gate outi,
expertn resi,
expertn outi
(n=1,2,3;i=2,4,6)

aggregated1 res2,
aggregated1 res4,
aggregated1 res6,
aggregated1 out2,
aggregated1 out4,
aggregated1 out6

- -

32,
32,
32,
32,
32,
32

-

32× 32,
32× 32,
32× 32,
16× 16,
16× 16,
16× 16

Bi-SGU1-1
aggregated1 res2,
aggregated1 res4,
aggregated1 res6,

res1 3× 3
32,
32,
32

32 1 32× 32

Bi-SGU1-2
aggregated1 out2,
aggregated1 out4,
aggregated1 out6

out1 3× 3
32,
32,
32

32 1 16× 16

conv1-4 res1 res1 3× 3 32 32 2 16× 16

conv1-5 [res1,out1] out final1 3× 3 64 32 1 16× 16

Decoder1
Upsampling
layer1-1

out final1 out upl-1 3× 3 32 32 1/2 32× 32

Upsampling
layer1-2

out upl-1 out up1-2 3× 3 32 32 1/2 64× 64

Table 2: Detailed architecture of our expanded network. We keep the intact
architecture of the base network and all parts except Bi-SGUs in the amalgamator
of the base network are treated as a whole and named as an old expert. The final
reconstructed image is the summation of the output of the Decoder2 (out up2-2) and
the input image.

Expanded network Input Output
Kernel
size

In-
put
cha-
nnels

Out-
put
cha-
nnels

Str-
ide

Output
size

Feature
extrator2

conv2-1 image2 (RGB) global feature2-1 3× 3 3 32 1 64× 64
conv2-2 global feature2-1 global feature2-2 3× 3 32 32 2 32× 32
conv2-3 global feature2-2 global feature2-3 3× 3 32 32 2 16× 16
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Old expert
global feature2-2,
global feature2-3

old aggregated res2,
old aggregated res4,
old aggregated res6,
old aggregated out2,
old aggregated out4,
old aggregated out6

-
32,
32

32,
32,
32,
32,
32,
32

-

32× 32,
32× 32,
32× 32,
16× 16,
16× 16,
16× 16

Expert4

expert4
SK-DuRB1

global feature2-2,
global feature2-3

expert4 res1,
expert4 out1

-
32,
32

32,
32

-
32× 32,
16× 16

expert4
SK-DuRB2

expert4 res1,
expert4 out1

expert4 res2,
expert4 out2

-
32,
32

32,
32

-
32× 32,
16× 16

... ... ... ... ... ... ... ...
expert4
SK-DuRB6

expert4 res5,
expert4 out5

expert4 res6,
expert4 out6

-
32,
32

32,
32

-
32× 32,
16× 16

Attention layer2 global feature2-3 weightsC/weightsD - 32 1 - 3× 3

3×Gate layer
(old expert)

[image2,
global feature2-2,
old aggregated res2/
old aggregated res4/
old aggregated res6]

oldexpert gate res2/
oldexpert gate res4/
oldexpert gate res6

3× 3 67 32 1 32× 32

3×Gate layer
(old expert)

[image2,
global feature2-3,
old aggregated out2/
old aggregated out4/
old aggregated out6]

oldexpert gate out2/
oldexpert gate out4/
oldexpert gate out6

3× 3 67 32 1 16× 16

3×Gate layer
(Expert4)

[image2,
global feature2-2,
expert4 res2/
expert4 res4/
expert4 res6]

expert4 gate res2/
expert4 gate res4/
expert4 gate res6

3× 3 67 32 1 32× 32

3×Gate layer
(Expert4)

[image2,
global feature2-3,
expert4 out2/
expert4 out4/
expert4 out6]

expert4 gate out2/
expert4 gate out4/
expert4 gate out6

3× 3 67 32 1 16× 16

Aggregation layer2

weightsC,
weightsD,
oldexpert gate resi,
oldexpert gate outi,
expert4 gate resi,
expert4 gate outi,
oldexpert resi,
oldexpert outi,
expert4 resi,
expert4 outi
(i=2,4,6)

aggregated2 res2,
aggregated2 res4,
aggregated2 res6,
aggregated2 out2,
aggregated2 out4,
aggregated2 out6

- -

32,
32,
32,
32,
32,
32

-

32× 32,
32× 32,
32× 32,
16× 16,
16× 16,
16× 16

Bi-SGU2-1
aggregated2 res2,
aggregated2 res4,
aggregated2 res6

res2 3× 3
32,
32,
32

32 1 32× 32
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Bi-SGU2-2
aggregated2 out2,
aggregated2 out4,
aggregated2 out6

out2 3× 3
32,
32,
32

32 1 16× 16

conv2-4 res2 res2 3× 3 32 32 2 16× 16

conv2-5 [res2,out2] out final2 3× 3 64 32 1 16× 16

Decoder2
Upsampling
layer2-1

out final2 out up2-1 3× 3 32 32 1/2 32× 32

Upsampling
layer2-2

out up2-1 out up2-2 3× 3 32 32 1/2 64× 64

Table 3. Detailed architecture of the generator. We use the transposed convo-
lution to upsample the feature maps by 2×.

Layer
Kernel
size

Input
channels

Output
channels

Stride
Output
size

conv1 7× 7 3 64 1 64× 64

conv2 3× 3 64 128 2 32× 32

conv3 3× 3 128 256 2 16× 16

9×ResBlock 3× 3 256 256 1 16× 16

upsampling13× 3 256 128 1/2 32× 32

upsampling23× 3 128 64 1/2 64× 64

conv4 7× 7 64 3 1 64× 64

Table 4. Detailed architecture of the discriminator. The input is a 64×64 RGB
image. The output is a single scalar.

Layer
Kernel
size

Input
channels

Output
channels

Stride
Output
size

conv1 4× 4 3 64 2 32× 32

conv2 4× 4 64 128 2 16× 16

conv3 4× 4 128 256 2 8× 8

conv4 4× 4 256 512 1 8× 8

conv5 4× 4 512 1 1 8× 8

Average
pooling

8× 8 1 1 8× 8 1× 1
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3 Additional Experimental Results

3.1 Comparisons in terms of complexity

The complexity of RL-Restore [3], OWAN [2], our base network and our ex-
panded network can be found in Table 5. We compute the complexity of these
methods on a 63× 63 image. It can be seen that the complexity of our base net-
work is lower than that of OWAN. In addition, the complexity of the expanded
network increases by just 33.4% over that of the base network. In contrast, if we
train two individual networks for two tasks respectively, the overall complexity
of the networks is twice as that of the base network.

Table 5. Comparisons with DnCNN, RL-Restore and OWAN in terms of complexity.

Methods RL-Restore [3]OWAN [2]Our base networkOur expanded network

FLOPs(G)0.474 1.439 1.259 1.679

3.2 Qualitative results of pseudo samples

For training our incremental network, pseudo samples generated by the generator
are paired with the corresponding responses of our trained base network, serving
as supervision of the old task. We show examples of real and pseudo samples
with corresponding restored samples generated by our trained base model in Fig.
1. We can see that the generator can resemble the data distribution of the real
samples to some extent, playing the role of memory replay to consolidate the
knowledge of the old task.
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Fig. 1. Qualitative results of real and pseudo samples with corresponding restored
samples generated by our trained base model.
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