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1 Introduction

In this supplementary material, we provide:

1) The detailed layer/parameter configurations of the proposed network archi-
tecture (Sect. 2);

2) Illustration of the captured DVS-Dark dataset (Sect. 3);
3) Additional visual comparisons with state-of-the-art models (Sect. 4).

Note that for 3), abbrevations of different approaches are: Pix2Pix [2, 3],
CycleGAN [8], I2I [5], SDA [1], CIE [7], RIRM [4] and E2V [6].
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2 Architecture Details

As described in Sect. 3 of the paper, the proposed architecture contains 5 main
modules: the shared and private encoders Ec and Ep, the discriminaor D, the
reconstruction decoder R and the detail enchancing branch Te, whose layer con-
figurations are listed as follows. Note that the structure of the residual block is
referred to Table 6.

Table 1: Layer configurations of shared encoder Ec.

Ec Input Kernel size Stride In channels Out channels Output

Conv1 Events 7 1 8 32 Conv1

Norm1 Conv1 Instance Norm + ReLU Norm1

Conv2 Norm1 3 2 32 64 Conv2

Norm2 Conv2 Instance Norm + ReLU Norm2

Conv3 Norm2 3 2 64 128 Conv3

Norm3 Conv3 Instance Norm + ReLU Norm3

Res1 Norm3 Residual block × 9 Xf
c /X

f
LE

Table 2: Layer configurations of private encoder Ep.

Ep Input Kernel size Stride In channels Out channels Output

Conv1 concatenate(Events,noise) 7 1 9 32 Conv1

Norm1 Conv1 Instance Norm + ReLU Norm1

Conv2 Norm1 3 2 32 64 Conv2

Norm2 Conv2 Instance Norm + ReLU Norm2

Conv3 Norm2 3 2 64 128 Conv3

Norm3 Conv3 Instance Norm + ReLU Norm3

Res1 Norm3 Residual block × 9 Xf
p
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Table 3: Layer configurations of discriminator D.

D Input Kernel size Stride In channels Out channels Output

Conv1 Xf
DE/X

f
LE 5 2 128 32 Conv1

Norm1 Conv1 Leaky ReLU Norm1

Conv2 Norm1 5 2 32 64 Conv2

Norm2 Conv2 Instance Norm + Leaky ReLU Norm2

Conv3 Norm2 5 2 64 128 Conv3

Norm3 Conv3 Instance Norm + Leaky ReLU Norm3

Conv4 Norm3 5 1 128 256 Conv4

Norm4 Conv4 Instance Norm + Leaky ReLU Norm4

Conv5 Norm4 5 1 256 1 R/F

Table 4: Layer configurations of the detail enchancing branch Te.

Te Input Kernel size Stride In channels Out channels Output

Conv1 concatenate(Xf
DE ,noise) 3 1 160 128 Conv1

Norm1 Conv1 Instance Norm + ReLU Norm1

Res1 Norm1 Residual block × 9 ∆y

Table 5: Layer configurations of reconstruction decoder R.

R Input Kernel size Stride In channels Out channels Output

Res1 Xf
DE +∆y/Xf

DE Residual block × 9 Res1

Deconv1 Res1 3 2 128 64 Deconv1

Norm1 Deconv1 Instance Norm + ReLU Norm1

Deconv2 Norm1 3 2 64 32 Deconv2

Norm2 Deconv2 Instance Norm + ReLU Norm2

Conv1 Norm2 7 1 32 1 Conv1

Sigmoid Conv1 sigmoid ŷ/ȳ

Table 6: Layer configurations of a residual block.

Residual block Input Kernel size Stride In channels Out channels Ouput

Conv1 * 3 1 128 128 Conv1

Norm1 Conv1 Instance Norm + ReLU Norm1

Conv2 Norm1 3 1 128 128 Conv2

Norm2 Conv2 Instance Norm Norm2
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3 Illustration of the DVS-Dark Dataset

Fig. 1: Representative intensity images and the corresponding event frames of the day-
light split of DVS-Dark dataset.
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Fig. 2: Representative intensity images and the corresponding event frames of the low-
light split of DVS-Dark dataset.
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4 More Visual comparisons with State-of-the-Art Models

Dark image CycleGAN Pixel2Pixel I2I OursSDA

Fig. 3: Additional visual comparisons with domain-adaptation approaches Pix2Pix, Cy-
cleGAN, I2I and SDA, tested on the real low-light events.
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Dark image CycleGAN Pixel2Pixel I2I OursSDA

Fig. 4: Additional visual comparisons with domain-adaptation approaches Pix2Pix, Cy-
cleGAN, I2I and SDA, tested on the real low-light events.
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Dark image CycleGAN Pixel2Pixel I2I OursSDA

Fig. 5: Additional visual comparisons with domain-adaptation approaches Pix2Pix, Cy-
cleGAN, I2I and SDA, tested on the real low-light events.
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Dark image CycleGAN Pixel2Pixel I2I OursSDA

Fig. 6: Additional visual comparisons with domain-adaptation approaches Pix2Pix, Cy-
cleGAN, I2I and SDA, tested on the real low-light events.



10 S. Zhang, Y. Zhang, Z. Jiang, D. Zou, J. Ren, B. Zhou

Dark image CIE RIRM E2VID Ours

Fig. 7: Additional visual comparisons with event based intensity reconstruction ap-
proaches CIE, RIRM, E2VID, tested on the real low-light events.
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Dark image CIE RIRM E2VID Ours

Fig. 8: Additional visual comparisons with event based intensity reconstruction ap-
proaches CIE, RIRM, E2VID, tested on the real low-light events.
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Dark image CIE RIRM E2VID Ours

Fig. 9: Additional visual comparisons with event based intensity reconstruction ap-
proaches CIE, RIRM, E2VID, tested on the real low-light events.
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Dark image CIE RIRM E2VID Ours

Fig. 10: Additional visual comparisons with event based intensity reconstruction ap-
proaches CIE, RIRM, E2VID, tested on the real low-light events.


