In order to supplement our main submission, we provide additional materials in this document.

**Ablation experiments of RandText benchmark.** In this paper, we have synthesized the RandText benchmark to demonstrate the poor performance of the encoder-decoder with attention framework on contextless text sequence images. To eliminate the influence of font, background and color of generated RandText benchmark on the recognition results, we apply the same method to additionally synthesize a contextual benchmark of all text sequences of length 5 or 6 academical datasets (*i.e.* IIIT 5K-words [4], Street View Text [7], ICDAR 2013 [2], ICDAR 2015 [1], Street View Text Perspective [5], CUTE 80 [6]). Some examples can be found in Figure 1. The performance of RobustScanner and other representative encoder-decoder with attention based approaches are shown in Table 1. It can clearly be seen that the synthetic contextual text images can be accurately recognized by all these approaches which indicates that the poor performance of the encode-decode with attention framework on RandText is caused by the lack of contextual information.
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**Fig. 1.** Samples of the synthetic contextual text images.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>98.9</td>
<td>1.0</td>
<td>1.0</td>
<td>99.8</td>
</tr>
</tbody>
</table>

**Table 1.** Comparison on the synthetic benchmark.

The position encoding capability of the position enhancement branch. In order to demonstrate the effectiveness of our position enhancement branch in
terms of position encoding capability, we compute the averaged cosine similarity between the query feature vectors predicted by the position embedding layer as done in Section 3.2. The visualization of the averaged similarity matrices is shown in Figure 2. It has been shown that the query vectors of the same position are identical and can be distinguished from those of other positions. In light of the observation, we can conclude that the proposed position enhancement branch can effectively encode the positional information.
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**Fig. 2.** Visualization of the averaged similarity matrix. The x-axis and the y-axis indicate the position index in sequences, while the color indicate the averaged similarity.
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