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Abstract. We introduce an object tracking algorithm that predicts the
future locations of the target object and assists the tracker to handle
object occlusion. Given a few frames of an object that are extracted from
a complete input sequence, we aim to predict the object’s location in the
future frames. To facilitate the future prediction ability, we follow three
key observations: 1) object motion trajectory is affected significantly by
camera motion; 2) the past trajectory of an object can act as a salient cue
to estimate the object motion in the spatial domain; 3) previous frames
contain the surroundings and appearance of the target object, which is
useful for predicting the target object’s future locations. We incorporate
these three observations into our method that employs a multi-stream
convolutional-LSTM network. By combining the heatmap scores from
our tracker (that utilises appearance inference) and the locations of the
target object from our trajectory inference, we predict the final target’s
location in each frame. Comprehensive evaluations show that our method
sets new state-of-the-art performance on a few commonly used tracking
benchmarks.
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1 Introduction

Object tracking is important for many computer vision applications, such as
surveillance, vehicle navigation, privacy preservation, activity recognition, etc.
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While significant progress has been made recently, object tracking is still chal-
lenging due to a few factors such as: illumination variation, occlusion, back-
ground clutters and so on [30]. Given a target object indicated at first frame of
an input video, the aim of visual object tracking is to estimate its positions in all
the subsequent frames [28, 35, 32]. Recently, a Siamese network based trackers[3,
29, 17, 37] have drawn attention in the field. The Siamese trackers cast the visual
object tracking problem as learning a general similarity function by computing
cross-correlation between the feature representations learned for the target tem-
plate and the search region. Based on the efficiency of the Siamese network and
the feature representations of the convolutional network, the Siamese trackers
obtain good tracking performance.

Despite the progress, however, most of existing methods including Siamese
trackers tend to fail in tracking an occluded target object and are erroneous for
multiple objects with similar appearance [14, 30]. We observe that most track-
ers focus on improving target object’s feature representation by deep convolu-
tional networks. A good feature representation is important, however it can be
problematic when target is occluded or when there are similar-looking objects
nearby. Instead of making full use of the target object observation in the previous
few frames, many of these methods utilize the target’s location in the previous
immediate frame to reduce the search region or to update the representation
model [34].

To address the problem, we aim at leveraging the predicted future trajectory
or future locations to deal with occlusion. When the target suffers from severe
occlusion, there is little useful information in the spatial domain at the current
frame to detect the target object. Hence, our basic idea is that, when the target
object is severely occluded, the predicted future trajectory should be critical
information to correct tracker’s estimation. In other words, when the tracker
lose the target object due to occlusion, our predicted future location based on
the target’s past trajectory is more proper information than the prediction of
the low-confident tracker. Based on this idea, we develop a trajectory-guided
deep network that predicts the target’s possible locations in future frames.

To realise the idea, we consider the following three key observations. First,
camera motion significantly affects the background motion, and thus the target
object’s locations in the image frames. This camera motion should be incor-
porated into the future trajectory prediction. Second, the target object’s past
trajectory can act as a salient cue to estimate the target object’s motion in the
spatial domain. Third, previous frames contain the surroundings and appear-
ance of the target object, which is useful for predicting the target object’s future
locations.

Based on these key observations, we propose a method to predict the tar-
get obect’s future locations based on the camera motion, the location of the
target object, and the past few frames. Our method consists of 3 networks:
an appearance-based tracking network (tracker), a background-motion predic-
tion network, and a trajectory prediction network. The tracker provides the
estimated target object’s locations from appearance inference, which is useful
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particularly when occlusion does not occur. The background-motion prediction
network captures the camera motion to compensate the target object’s trajectory
in the input video. The trajectory prediction network predicts the target object’s
future locations from the target’s past observations. When occlusion happens,
the trajectory-guided tracking mechanism is used to avoid drifting, making our
approach switch dynamically between the tracker and the trajectory prediction
states. To summarise, in this paper, our main contributions are as follows:

– We introduce a background motion model that captures the global back-
ground motion between adjacent frames to represent the effect of camera
motion on image coordinates. This background motion is important to com-
pensate the motion of the camera.

– We propose a new trajectory prediction model that learns from the target
object’s observations in several previous frames and predicts the locations
of the target object in the subsequent future frames. A multi-stream conv-
LSTM architecture is introduced to encode and decode temporal evolution
in these observations.

– We present a trajectory-guided tracking mechanism by using a trajectory
selection score, which helps the tracker to switch dynamically between the
current tracking status and our trajectory predictor, particularly when the
target object is occluded.

2 Related Works

Visual Object Tracking A tracking-by-detection paradigm [2] is introduced
to train a discriminative classifier from the ground-truth information provided in
the first frame and update it online. By comparing the template of an arbitrary
target and its 2D translations, the correlation filter [6] is employed for its speed
and effective strategy for tracking-by-detection. A number of methods based
on the correlation filter improve the tracking performance with the adoption of
multi-channel formulations [17], spatial constraints [10] and deep features [9].
Recently, a few methods use a fully-convolutional Siamese approach [3, 29, 17,
37]. Instead of learning a discriminative classifier online, the approach aims to
learn a similarity function offline on pairs of video frames. Then, this similarity
function is simply evaluated online once per frame during the tracking process.
On the basis of this, a number of methods improved tracking performance by
making use of region proposals [24], hard negative mining [37] and binary seg-
mentation [29]. Some methods employ temporal information for better object
feature representation. Yang et al. in [33] feed the target object’s image patch
to a Recurrent Neural Networks (RNN) to estimate an object-specific filter for
tracking. Cui et al. in [7] propose a multi-directional RNN to capture long-range
contextual cues by traversing a candidate spatial region.

Most modern trackers focus on modelling the object feature representation
to track a single target in different frames. It proves that the feature repre-
sentation is an important and effective way to improve tracking performance.
However, relying only on object feature representation can be problematic in
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cases where the target is occluded or the target come across other objects with
similar appearance. To this end, we combine the object representation in the
spatial domain with the trajectory prediction in the temporal domain by using
a spatio-temporal network to track target accurately and robustly.

Trajectory Prediction Unlike the object tracking problem, future trajectory
prediction focuses on predicting target’s positions in future frames [1]. Recently,
a large body of works focus on person trajectory prediction by considering hu-
man social interactions and behaviors in crowded scene. Zou et al. in [38] learn
human behaviors in crowds by using a decision-making process. Liang et al. in
[18] utilize rich visual features about human behavioral information and interac-
tion with their surroundings to predict future path jointly with future activities.
A number of methods try to learn the effects of the physical scene. Scene-LSTM
[21] divides the static scene into Manhattan grid and predict pedestrian’s loca-
tion using LSTM. SoPhie [27] combines deep-net features from a scene semantic
segmentation model and generative adversarial network using attention to model
person trajectories.

There are some methods that take the motion prediction into account for
tracking or predicting person path. Amir et al. in [26] propose a structure of
RNN that jointly reasons on multiple cues over a temporal window for multi-
target tracking. Ellis et al. in [12] propose a Gaussian process regression model
for pedestrian motion. Hogg et al. in [13] propose a statistically based model of
object trajectories which is learned from image sequences. Compared with these
methods, which assume a static camera in modeling the trajectory, our idea
is to integrate trajectory prediction into object tracking problem using deep
learning for a dynamic camera. To simplify the trajectory complexity, several
methods consider motion as camera motion and object motion. In particular,
Takuma et al. in [31] recently proposed an accurate method that makes use of
camera ego-motion, scales and speed of the target person, and person pose to
predict person’s location in future frames. Unlike these methods that use object
surroundings, which are expensive for general single object tracking, we utilize
only the past trajectory and target visual features to predict short-term future
locations to assist the tracker.

3 Proposed Method

As shown in Figure 1, our approach consists of 3 networks: an appearance-
based tracking network (tracker), a background-motion prediction network, and
a trajectory prediction network. Given frame t, the tracker estimates the tar-
get’s location ltrack based on appearance inference. To compensate the target
object’s trajectory to the current camera coordinate system, the background-
motion prediction network captures the global background motion vector v

′

in

between previous adjacent frames. Based on the background motion, the target
object’s previous locations, and a few previous images, our trajectory prediction
network predicts the target’s future location ltraj and also outputs the confidence
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Fig. 1. The whole architecture of our approach. Our approach consists of 3 networks:
tracker, a background-motion prediction network, and a trajectory prediction network.

score st of this prediction. The final estimated location lt is selected depending
on st from ltraj and ltrack.

3.1 Tracker Module

Let lt ∈ R2
+ be the 2D location of the target at the frame t . Given the location

l0 of an arbitrary target labeled at the first frame of a video, the tracker’s task is
to estimate its position in the current frame, t. By comparing an exemplar image
patch with a larger search region image, the tracker [3] produces a heatmap, g,
from which the the estimated position at the current frame lt can be obtained
based on the maximum value. We compute g = f(x) ∗ f(z), where, z and x are,
respectively, a crop centered on the target object and a larger crop centered on
the last estimated position lt−1 of the target. The operator ∗ denotes the cross-
correlation and f represents the convolutional network mapping of the tracker
module. While this tracker can work properly, unfortunately it tend to fail when
the target object is severely occluded in a number of consecutive frames. Since
the target object’s appearance is totally hidden by the severe occlusion, this
tracker is unable to obtain any useful visual information from the current image.

To address this occlusion problem, our basic idea is that the occluded target
object’s location can be more reliably predicted using its past trajectory infor-
mation, since the current frame is unreliable. As illustrated in Figure 2, we aim
at predicting the target’s locations in the current frame t and subsequent tfuture
frames (the red boxes the Figure 2), namely: lout = (lt, ..., lt+tfuture

), based on
observations lin = (lt−tprev , ..., lt−1) in the previous tprev frames (the blue boxes).
When the target object is severely occluded in a number of consecutive frames,
the estimated target object’s location will follow our prediction trajectory lout
from frame t to the future frame tfuture.
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Fig. 2. The architecture of trajectory prediction. Given tprev frames observations as
input, we predict future locations of a target in the current t frame and subsequent
tfuture frames. f denote convolutional operation, h denote deconvolutional operation,
s denote 1-D convolutional operation

3.2 Background Motion

While the target object’s past locations explicitly show how the object is likely
to move over time, predicting lout directly from lin is problematic due to signifi-
cant camera motion present in the input video. More specifically, the coordinate
system to describe each point lt changes dynamically as the camera moves. This
causes the correlation between lout and lin to be complex, as it depends on both
the trajectory of the target object and camera motion.

To improve future localization performance, we need to estimate camera
motion’s parameters. Specifically, the camera motion between adjacent frames,
which can be represented by rotation and translation. Rotation is described by a
rotation matrix Rt ∈ R3×3 and translation is described by a vector Vt ∈ R3,(i.e.,
x-, y-, z-axes), both from frame t−1 to frame t in the camera coordinate system
at frame t− 1.

However, the accurate acquisition of these vectors is difficult without the
image depth information. Our solution is to obtained the approximated camera
motion from the adjacent frame directly. Intuitively, camera motion is observed
in the form of global background motion of object tracking videos. Detecting
the camera motion can be simplified as detecting the global background motion
between the adjacent frames. We simplify the rotation matrix Rt to one rotation
angle rt in the image domain, translation vector Vt to the translation vector
vt ∈ R2,(i.e., x-, y-axes) and scale changing ct.

For detecting the global background motion, we employ a Siamese network
that compares the adjacent frames as shown in Figure 3. Different from the
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Fig. 3. The architecture of background motion model. We utilize the Siamese network
to compare the background between the adjacent frames. f denotes the convolutional
network embeding, and ∗ denotes the cross-correlation. To estimate the scale and rota-
tion changing, we search 2n image patches by using patch pyramid with different scale
and rotation factors.

Siamese network based tracker, we focus on comparing the similarity of the
global background instead of the target object. Thus, the exemplar image zt−1
is cropped at the center of input image in the frame t− 1, and the search image
xt is the larger cropped image patch in the frame t. To avoid the interference
of the target object’s motion, the target region is masked as one value (i.e., the
average value of the whole image). The heatmap gt of matching background in
the frame t can be achieved by:

gt(zt−1, xt) = f(xt) ∗ f(zt−1). (1)

To estimate the scale and rotation changing, we also search image patches
xc1, ..., xcn and xr1, ..., xrn, by using patch pyramid with different scale and ro-
tation factors. Finally, the displacement of the maximum value position relative
to the center in the heatmap is the background motion translation vector vt.
The position of the maximum value in the multi-scales heatmap set denotes the
scale changing ct, and the position of the maximum value in the multi-rotations
heatmap set denotes the rotation changing rt.

These vectors that represent the local movement between two adjacent frames,
and do not capture the global movement along multiple frames. Therefore, for
each frame within the input interval [t0 − tprev, t0 − 1], we accumulate those
vectors to describe the time-varying background motion patterns in the global
background coordinate system at frame t0 − 1:

v′t =

{
rtctvt (t = t0 − 2)
rtctvt + v′t+1 (t < t0 − 2)

(2)

where v′t denotes the background motion patterns of frame t in the global back-
ground coordinate system at frame t0 − 1. t ∈ [t0 − tprev, t0 − 1]. vt, rt and ct
denotes translation vector, rotation and scale changing between two adjacent
frames t and t− 1.
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Fig. 4. Examples of the target object’s original trajectory and the trajectory that
compensates background motion v′t. In each example, the left image is the target’s
original trajectory and the right one is the one with background motion correction.
The red line is the target object’s past trajectory and the green line is the target
object’s future trajectory.

3.3 Trajectory Prediction

Most of existing object tracking methods tend to fail when the target object is
severely occluded . It is challenging to extract useful location information from
the current video frame when the target does not exist visually. We have to rely
on the target’s past observations to predict future possible locations.

Intuitively, the straightforward way to predict future locations of the target
object is to utilize its previous immediate location. However, it is insufficient for
the object tracking problem, because the target object’s motion can be arbitrary
and affected by camera motion. To solve this, we separate the motion of the
target object from camera motion, where the latter can be captured as the global
background motion vector, mentioned in Section 3.2. In order to show the target
motion in the spatial domain, we utilize a 2D location map to represent the target
object’s location in each frame. The location map is a Gaussian function, where
the peak locates the target object and other positions locates the background.
Therefore, the location map is able to provide the target object’s location and
also can be seen as a response map that provides high values in the target object’s
region.

Based on the discussions we made in Section 1 (also refer to Figure 2), we
focus on the location map of the target object, background motion, and input
image frame as the cues to approach the problem. To predict future locations
from those cues, we develop a fully-convolutional network that utilizes a multi-
stream conv-LSTM architecture shown in Figure 2. The location map and input
image frame are extracted by a two-stream convolutional network f with differ-
ent learnable parameters µ, θ respectively. Given a sequence of the concatenated
features provided from all input streams, some response maps are deconvoluted
after the encoding and decoding of LSTM. The overall network can be trained
end-to-end via back-propagation.

Let T denotes location map and I denotes image. The predicted response
map p can be obtained by:

p = hσ(mψ(fµ(T ), fθ(I))), (3)
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where, hσ denotes the deconvolutional tranfermation with parameter σ, mψ

simply indicates conv-LSTM with parameter ψ, fµ and fθ representing the two
stream convolutional networks embeding with parameter µ and θ.

The predicted response map is labelled with a Gaussian function peaked at
the target object’s location. Let us denote the label yt and the predicted response
map pt in the frame t . The loss function Lpred for the trajectory prediction task
is a L1 loss over all predicting future frames:

Lpred =
∑tfuture

t
||pt − yt||. (4)

Trajectory Selection Since there are the trajectory prediction result and the
tracking result at one frame, a selection mechanism is needed to compare a more
correct location between tracking location and prediction location. This can be
achieved by adding a sub-classifier network to the mutli-stream conv-LSTM.
From frame tprev to the current frame t, we have obtained target object’s 2D
location set (lin, lt) and the heatmap of frame t from the tracker. The selection
model takes in (lin, lt) and the heatmap score of the current result, and compute
a selection score, using a simple three-layers neural network sϕ with learnable
parameters ϕ. Let sh denotes the heatmap score, and v′in represents the previous
background motion, the selection score st at frame t can be obtained:

st = sϕ((lin, lt) + v′in, sh). (5)

During training, the positive samples are obtained from ground truth labels.
The negative sample is generated by adding a random drift displacement on
positive samples. The average of the displacement is larger than the mean of
the displacements in the previous tprev frames. The loss function Lselect for the
trajectory classification task is a binary cross entropy:

Lselect = log(1 + exp(−ysst)), (6)

where st is the selection score at frame t and ys ∈ {1, 0} is its ground-truth label.
In testing, our approach dynamically switches between the tracker and the

trajectory prediction states by comparing their trajectory confidences st. When
the target object suffers from occlusion from frame t, the final result will follow
the trajectory predictions from t+ 1 to t+ tfuture.

4 Implementation details

Network Architecture For trajectory prediction model, we use a general seq-
to-seq LSTM network [19, 20] as our backbone, where the encoder consists of 11
LSTM cells and the decoder consists of 5 LSTM cells. We modify each LSTM cell
to conv-LSTM to handle the multi-channel feature maps. All the convolutional
filter sizes are 3 × 3. A two streams of fully-convolutional network with 5 con-
volutional layers of stride 4 extracts features from the location map and image.
The two streams feature maps are concatenated before encoding of LSTM. After
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decoding of LSTM , each response map representing the future location state
is generated by three deconvolutional layers with stride 4. Finally, based on the
target object’s past 11 locations and the tracker’s current heatmap score, the
selection score is provided from a network of 3 1-D convolutional layers following
a sigmoid activate function.

Training For the trajectory prediction network, we choose the successive 16
frames in a video as the temporal range of one sample. For each sample, we
select the first 11 frames as the past states and regard the rest 5 frames as
the future states. Thus, we use past 11 frames states to predict locations in
next 5 frames. The response map and the location map are generated based
on the target object’s location by compensating the background motion. For
the trajectory selection branch, we choose the target object’s locations in first
12 frames from the the successive 16 frames as one sample. For each sample,
we regard the last frame location as the future state. Specifically, we consider
random translations (up to the mean of the displacements in the past frames).
In training, we use the Adam optimization strategy with the learning rate of
0.0002. We train all our models using ImageNet-VID [25].

Inference In testing, our method needs the first 11 frames states, then is eval-
uated once per frame without any adaptation online. To deal with the long
initialization problem, we repeat the first frame state to reach the 11 frames
initialization quantity at the first 11 frames. It can be seen as the target object
stays still at the initial location. Our trajectory obtains the motion information
from the tracker’s results.

SiamRPN++
[16]

DCFST
[36]

ATOM
[8]

SiamMask
[29]

DIMP
[4]

Ours-DiMP

EAO ↑ 0.285 0.361 0.292 0.287 0.305 0.316
Accuracy ↑ 0.599 0.589 0.603 0.602 0.589 0.588
Robustness ↓ 0.482 0.321 0.411 0.426 0.361 0.311

Table 1. State-of-the-art comparison on the VOT2019 dataset in terms of expected
average overlap (EAO), accuracy and robustness.

DaSiamRPN
[37]

ATOM
[8]

CCOT
[11]

MDNet
[23]

ECO
[9]

SiamRPN++
[16]

UPDT
[5]

DiMP
[4]

Ours-DiMP

OTB-100 65.8 66.9 68.2 67.8 69.1 69.6 70.2 67.7 69.3
UAV123 58.6 63.1 51.3 52.8 52.5 61.3 54.5 64.3 64.9

Table 2. State-of-the-art comparison on OTB-100 and UAV123 datasets in terms of
area-under-the-curve (AUC) score.
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5 Experiment Results

In this section, we evaluate our approach on VOT-2019[15], OTB-100[30] and
UAV123[22] benchmarks. We choose the Siamese framework based tracker DIMP[4]
and SiamMask[29] as our baseline trackers. On a single Nvidia GTX 1080Ti
GPU, we achieve a tracking speed of 11 FPS when employing DIMP as the base
tracker and 13 FPS for SiamMask.

5.1 Comparison with the state-of-the-art

VOT2019 Dataset[15]: We evaluate our approach on the 2019 version of Vi-
sual Object Tracking (VOT) consisting of 60 challenging videos. Following the
evaluation protocol of VOT2019, we adopt the expected average overlap (EAO),
accuracy (average overlap over successfully tracked frames) and robustness (fail-
ure rate) to compare different trackers. The detailed comparisons are reported
in Table 1. Compared to DiMP, our approach has a 13% lower failure rate, while
achieving similar accuracy. This shows that trajectory prediction is crucial for
robust tracking.
OTB-100 Dataset[30]: Table 2 shows the AUC scores over all the 100 videos in
the dataset. Among the compared methods, UPDT achieves the best results with
an AUC score of 70.2%. Ours-DiMP achieves an AUC score of 69.3%, compared
with our baseline tracker DiMP 67.7%.
UAV123 Dataset[22]: This dataset consists of 123 low altitude aerial videos
captured from a UAV. Compared to other datasets, UAV123 has heavier camera
motion that affects the target’s trajectory severely. Results in terms of AUC
are shown in Table 2. Our method, Ours-DiMP, achieves the best AUC score of
64.9%, verifying the strong trajectory prediction abilities of our tracker under
the heavy camera motion.

5.2 Attributes Analysis

To analyze the performance on occlusion and other video attributes, we compare
our method with the baseline tracker DiMP on OTB-100 and UAV123 datasets.
Table 3 shows the AUC scores of all the 11 attributes in the OTB-100 dataset.
Compared with DiMP, our method achieves a significant gain of 3.5% on the
occlusion attribute. Specially, our method obtains a improvement of about 4%
in AUC score on low resolution, background clutter, out of view attributes. The
AUC scores of the 11 attributes in the UAV123 dataset are reported in Table
4. Our method outperforms DiMP with a relative gain of 1.3% on the occlusion
attribute.

Since the occlusion and out of view attributes diminish the target object’s
appearance in the image frame, it is challenging for the appearance-based tracker
to detect target in the current image. For rotation and fast motion situation
that have little interference on object’s appearance, our method obtains similar
performance compared with DiMP’s. These results demonstrate the effectiveness
of our trajectory prediction.
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LR BC OV OCC MB SV DEF IV FM OPR IPR
DiMP[4] 58.4 62.7 60.2 63.5 69.0 67.8 65.8 68.5 67.7 66.7 68.5
Ours-DiMP 63.2 67.0 64.4 67.0 71.7 70.3 68.3 70.6 69.0 67.8 69.0

Table 3. Baseline tracker comparison on OTB-100 dataset in terms of AUC score on
11 attributes, including low resolution (LR), background clutters (BC), out-of-view
(OV), occlusion (OCC), motion blur (MB), scale variation (SV), deformation (DEF),
illumination variation (IV), fast motion (FM), out-of-plane rotation (OPR) and inplane
rotation (IPR).

LR BC OV OCC MB SV DEF IV FM OPR IPR
DiMP[4] 65.5 64.0 62.2 60.8 57.5 49.5 43.5 62.6 58.4 61.6 47.8
Ours-DiMP 66.6 64.8 63.5 62.1 58.9 50.6 43.5 63.3 59.7 61.5 47.1

Table 4. Baseline tracker comparison on UAV123 dataset in terms of AUC score on
11 attributes.

5.3 Ablation Studies

We perform an analysis of the proposed model prediction architecture. Experi-
ments are performed on VOT2018[14] dataset.
Impact of Different Baseline Trackers Since the baseline tracker provide
our method the heatmap score and tracking state, its performance is impor-
tant to our method. To analyze the influence of baseline tracker, we choose
another popular Siamese-framework based tracker SiamMask [29] as our base-
line tracker. Compared with SiamMask, our method, namely Ours-SiamMask,
improves the performance on all EAO, accuracy and robustness criteria. In par-
ticular, Ours-SiamMask obtains a significant relative gain of 3.3% in EAO, com-
pared to SiamMask. Compared with the baseline variant tracker SiamMask-LD
which improved by training on larger dataset, our corresponding, namely Ours-
SiamMask-LD, achieves the gain of 4.73% and 14.1% in EAO and robustness
respectively. Our method obtains a processing speed of 13 FPS which includes
the processing time of the baseline tracker. The results for this analysis verifies
the strong generalization abilities of our method, as shown in table 5.

SiamMask
[29]

SiamMask-LD
[29]

Ours-
SiamMask

Ours-
SiamMask-LD

EAO ↑ 0.380 0.422 0.398 0.436
Accuracy ↑ 0.610 0.599 0.616 0.604
Robustness ↓ 0.281 0.234 0.258 0.201
Speed ↑ 60 43 13 13

Table 5. Analysis of different tracker models on the VOT2018 dataset in terms of
EAO, accuracy and robustness.

Impact of Multi-Cues We make an ablation study to see how the background
motion cue, the location map cue and image cue contributed overall tracking
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Tracker No bg No img No loc Temp-21 Temp-51 No Heatmap Weight Ours
EAO ↑ 0.422 0.394 0.434 0.429 0.431 0.425 0.326 0.433 0.436

Table 6. Analysis of the impact of multi-cues, different temporal range of inputs and
different selection mechanisms on the VOT2018 dataset.

performances respectively. We compare three different inputs. No bg: The tra-
jectory prediction network predicts the target object’s locations without back-
ground motion cue. Thus, the camera motion will affects the target object’s tra-
jectory. No img: Here, we use only the location map cue and the background
motion cue. No loc: We utilize the target object’s location value directly instead
of the location map. The results are shown in table 6. No bg achieves an EAO
score of 0.394, even worse than the baseline tracker. No img, which can exploit
background information, provides a substantial improvement, achieving an AUC
score of 0.434. This highlights the importance of employing the background mo-
tion prediction for compensating the target’s trajectory. Our complete method
outperforms No loc by 0.7%. This proves that the location map is a better way
to represent the target object’s trajectory in the image domain. Our complete
method obtains the best results, which means each cue in our inputs is beneficial
to improve performance.
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Fig. 5. Qualitative results of Ours-SiamMask for sequences from VOT2018. The red
dots denote the target’s past locations and the blue ones are our prediction. In compar-
ison with the groundtruth (green bounding box), our method(red one) performs well
under full occlusion in Girl and Soccer1 sequences.

Impact of Temporal Range We analyze the impact of the input’s temporal
range. Our basic idea is that using a short-term time window of one or two
seconds for observation to predict the target object’s future location. Thus, we
choose the inputs’ temporal range variants of 21 frames and 51 frames, namely
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Temp-21 and Temp-51 respectively. Our complete method, namely Ours, takes
11 frames inputs, as mentioned in section 4. The results are reported in table 6.
The Temp-21 variant outperforms the Temp-51 variant by 0.5%. Our complete
method with the temporal range of 11 frames obtains the best performance. This
indicates that the method with shorter length of the temporal range obtains
better performance. This is due to the target motion is vary with time and also
relative to the testing sequences.
Impact of Selection Mechanism We analyze the impact of trajectory se-
lection mechanism by comparing three different variants. No heatmap: the
selection score is evaluated based on the target trajectory without the heatmap
score. Weight: The heatmap score is treated as a weight to the selection score
instead of the trajectory selection network’s input. Ours: A sub-classifier net-
work takes in target’s locations and corresponding heatmap score, and outputs
a selection score, as described in section 3.3. The results are shown in table 6.
No heatmap even makes the baseline tracker worse. In contrast, by considering
the heatmap score from the tracker’s appearance inference, our method obtains
a significant gain of about 1.4% in EAO score over the baseline tracker. It also
indicates that combing the heatmap score into a network is a more effective
way than using it as a weight. These results demonstrate that our method can
effectively switches between the tracker state and trajectory prediction.

6 Conclusions

We introduce a background motion model that captures the global background
motion between adjacent frames to represent the effect of camera motion on
image coordinates. This background motion is important to compensate the
motion of the camera. We propose a new trajectory prediction model that learns
from the target object’s observations in several previous frames and predicts the
locations of the target object in the subsequent future frames. A multi-stream
conv-LSTM architecture is introduced to encode and decode temporal evolution
in these observations. We also present a trajectory-guided tracking mechanism by
using a trajectory selection score, which helps the tracker to switch dynamically
between the current tracking status and our trajectory predictor, particularly
when the target object is occluded.
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