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Comparison with various decoder

In the Sec.4.3 of the main paper, we compare the searched AMSNet decoder with
single-path decoder. In fact, in our two-level search, we leverage the macro-level
search to explore an optimal multi-path encoder-decoder architecture, which
helps us achieve the sufficient feature aggregation. To fully elaborate the efficacy
of our macro-level search, we conduct experiments on the ShanghaiTech Part_A
dataset to compare our AMSNet decoder with various baseline decoder. Specif-
ically, based on the decoding block and hierarchical fusion strategy in [1], we
fuse multi-scale features from the last three (two) cells. The experimental result-
s are shown in Table 1. The first row shows the counting accuracy of single-path
decoder. The second and third row show the performance of trellis multi-path
decoder that fuses features from the last two cells and last three cells respective-
ly. The fourth row reports the performance of our AMSNet decoder that fusing
features from last three cells. Additionally, the four networks are all equipped
with AMSNet encoder and optimized with SPPLoss. We can find multi-path
decoder surpasses the single-path decoder, which coincides with the idea that
fusing multi-scale features from different stages can improve the performance.
Furthermore, the decoder in our AMSNet also achieves a better performance
than trellis multi-path decoder, which not only demonstrates its superior ability
in multi-scale feature aggregation but also shows the great effectiveness of the
macro-level search in obtaining an efficient multi-path encoder-decoder network.
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Table 1: Performance comparison among methods with different decoder config-

urations on the ShanghaiTech Part_A.

| Network | MAE] | MSE] |
Single-Path Decoder 59.5 98.3
Trellis Multi-Path Decoder(two cells) 58.5 96.2
Trellis Multi-Path Decoder(three cells) 57.9 95.8
AMSNet Decoder 56.7 93.4
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