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In this supplementary file, we provide:
1. More visual comparison results of the denoising models on synthetic test

set. (Please refer to Section 4.2 in the main paper.)
2. More visual comparison results of the denoising models on real-world test-

ing set, including Real-static and Real-dynamic test sets. (Please refer to
Section 4.3 in the main paper.)

3. More results of ablation study, including the comparison among differ-
ent network architectures and the comparison among different training
strategies. (Please refer to Section 4.4 in the main paper.)

1 More Results on Synthetic Test Set

In this section, we give more visual comparison results on the synthetic test set
by the compared denoising methods, including VBM4D [4], DNCNN [8], RIDNet
[1], KPN [5], TOFlow [7] and the proposed BDNet. Fig. 1 shows the results on
Gaussian noise σ=25. Figs. 2, 3 show the results on Gaussian noise σ=50, and
Fig. 4 shows the results on Poisson-Gaussian noise with noise levels specified in
Eq. (2) in the main paper.
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(a) Ref. noisy frame (b) UTR (c) DNCNN (d) RIDNet

(e) KPN (f) TOFlow (g) BDNet (h) ground-truth

Fig. 1: The denoising results of the compared methods on Vimeo-200 test set
with Gaussian noise σ=25.

(a) Ref noisy frame (b) VBM4D (c) DNCNN (d) RIDNet

(e) KPN (f) TOFlow (g) BDNet (h) ground-truth

Fig. 2: The denoising results of the compared methods on Vimeo-200 test set
with Gaussian noise σ=50.
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(a) Ref. noisy frame (b) VBM4D (c) DNCNN (d) RIDNet

(e) KPN (f) TOFlow (g) BDNet (h) ground-truth

Fig. 3: The denoising results of the compared methods on Vimeo-200 test set
with Gaussian noise σ=50.

(a) Ref. noisy frame (b) VBM4D (c) DNCNN (d) RIDNet

(e) KPN (f) TOFlow (g) BDNet (h) ground-truth

Fig. 4: The denoising results of the compared methods on Vimeo-200 test set
with Poisson-Gaussian noise.
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2 More Results on Real-world Testing Sets

In this section, we give more visual comparison results on the real-world test-
ing sets by the compared denoising methods, including UTR [2], M-UNet, M-
RIDNet, KPN [5], INN [3] and the proposed BDNet. Fig. 5 shows the results of
the compared methods on Real-static test set, while Figs. 6∼8 show the results
of the compared methods on Real-dynamic test set.

(a) Ref. noisy frame (b) UTR (c) M-UNet (d) M-RIDNet

(e) KPN (f) INN (g) BDNet (h) ground-truth

Fig. 5: The denoising results of the compared methods on Real-static test set.
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(a) Reference noisy frame (b) VBM4D

(c) UTR (d) M-UNet

(e) M-RIDNet (f) KPN

(g) INN (h) BDNet

Fig. 6: The denoising results of the compared methods on Real-dynamic test set.
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(a) Reference noisy frame (b) VBM4D

(c) UTR (d) M-UNet

(e) M-RIDNet (f) KPN

(g) INN (h) BDNet

Fig. 7: The denoising results of the compared methods on Real-dynamic test set.
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(a) Reference noisy frame (b) VBM4D

(c) UTR (d) M-UNet

(e) M-RIDNet (f) KPN

(g) INN (h) BDNet

Fig. 8: The denoising results of the compared methods on Real-dynamic test set.
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3 More Results of Ablation Study

3.1 Different Architectures

We compare the default BDNet with two other network settings. The first net-
work, denoted by BDN-pp, replaces the default PreP and PostP modules by
14 and 12 plain Conv+LReLU blocks (with comparable amount of parameters),
respectively, while keeping the TemP module unchanged. This arrangement is to
verify the effectiveness of multi-scale and residual structures of PreP and PostP,
respectively. The second network, denoted by BDNet-tp, replaces the default
TemP module by the SpyNet module [6], while keeping PreP and PostP mod-
ules unchanged. This setting examines the effectiveness of alignment operation
in feature domain over image domain.

Table 1 shows the quantitative comparison of these network settings on Real-
static test set, while Fig. 9 shows a visual comparison on Real-dynamic test set.
One can see that the default BDNet obtains much higher PSNR/SSIM scores
and reconstructs clearer details than BDNet-pp and BDNet-tp.

Table 1: Quantitative results (PSNR/SSIM) of different network structures on
the Real-static test set.

BDNet-pp BDNet-tp Default setting

43.18/0.964 42.11/0.963 45.31/0.971

(a) Reference noisy frame (b) BDNet-pp

(c) BDNet-tp (d) BDNet

Fig. 9: The results of the different network structures on Real-dynamic test set.
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3.2 Different Learning Schemes

In this subsection, we give more visual comparison results by the compared
training strategies, including BDNet-ft, BDNet-at and the default BDNet, on
Real-dynamic test set. We can see that BDNet-at causes color shift in the results,
as shown in Fig. 10(c) and Fig. 11(c). BDNet-ft produces motion blur in the
regions of moving objects, as shown in Fig. 11(b) and Fig. 12(b).

(a) Reference noisy frame (b) BDNet-ft

(c) BDNet-at (d) BDNet

Fig. 10: The results of the compared training schemes on Real-dynamic test set.
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(a) Reference noisy frame (b) BDNet-ft

(c) BDNet-at (d) BDNet

Fig. 11: The results of the compared training schemes on Real-dynamic test set.

(a) Reference noisy frame (b) BDNet-ft

(c) BDNet-at (d) BDNet

Fig. 12: The results of the compared training schemes on Real-dynamic test set.
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