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Learn distributed GAN with Temporary
Discriminators - Appendix

Training algorithm of TDGAN

The training algorithm and communication details between the central generator
and distributed discriminators of TDGAN are shown in Algorithm 1.
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Loss function of TDGAN

Vi(Gh, Dtlth) - Hcl;in Digesting Loss + A - Reminding Loss

Ky
. . A k k
Digesting Loss = lr)r}:aé ,; 1 T By gr (y) {Ez~p(zly) [l0g Dy (2, y)] 1)

+ EUNunif(O,l) [log(l - Df (Gt(u7 y)a y))]}

.. A
Remmdmg Loss = Eywst_l (y)Euwunif(O,l) [HGt (ua y) - thl (u7 y) HQ]

Missing Proof in Analysis Section

Lemma 1 (Reminding Loss enforces consistency). Suppose G has enough
model capacity, the optimal Gy for loss function:

minBys ) Bununis0.1) [1Ge(u,y) — Ge—1(u, )]

given Gi_1 is G(u,y) = Gi—1 for all w and y € 2(s¢—1(y)).

Proof:

I%itnEywtfl(y)]Euwmf(o,l)[||Gt(u7 y) — Ge—1(u, y)|?]

—min [ s1-1(0) [ 1Gelu.) ~ oo (u,)|Pdudy
t Jy "

> [ sia) [ min|Ge(u.y) ~ Geor () Pdudy
y u

When Gy(u,y) = Gi—1(u,y) for all u,y the inequality becomes equality. O
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Algorithm 1 Training algorithm of TDGAN at time step .
1: Initialized G with G¢_1 if t > 1.
2: for number of total training iterations do
// Update online Discriminators

3:  for each online node k € [K;] do

4: — Sample minibatch of of m variables {yf, ..., 4%} from gF(y).

5: — Send the minibatch from Df to Gy.

6: — Generate m fake data from Gy, {2%,...,25} ~ q:(&|y).

7. — Send the fake data from G; to Df.

8: — Update the discriminator D¥ by ascending its stochastic gradient:
Vo, % Z_} [1og Dy (z¥) + log(1 — Df(@f))] .

9:  end for '

// Compute the gradients of Gy using the digesting loss
10:  for each online node k € [K;] do

11: — Sample minibatch of m variables {y¥, ...,y%} from g (y).
12: — Send the minibatch from DF to G.

13: — Generate m fake data from Gy, {2%, ..., 2%} ~ q:.(&|y).
14: — Send the fake data from Gy to Df.

15: — Collect error from DF for Gs.

16:  end for

17:  — Compute gradients on the digesting loss:

Ky m
1 .
Vog, > _m »_log(l— DE(aD)).
k=1 i=1

// Compute the gradients using the reminding loss if t > 1
18: if t > 1 then

19: — Sample minibatch of n variables {y1, ..., yn } from s;_1(y). (We approximate
st—1(y) by storing the empirical distribution in central server)

20: — Generate n copies of u from unif(0,1): {u1, ..., un}.

21: — Compute gradients on the reminding loss:

1 n
Ve, o O G (ui,y:) = Groa (s, o)1
=1

22:  end if
23:  Update G: using gradients from both losses.
24: end for

Lemma 2 (Digesting Loss Learns correct distribution). Suppose discrim-
inator D¥ k € [K;] always behave optimally and let q;(x|y) be the distribution
of Gi(u,y), the the optimal Gi(u,y) for digesting loss:

Ky

. k k
G i, ; 1 Byt () {Bamp(aly) [log Dy (2, )]

+ I['—?'l'u,f\/unif(O,1) [log(l - Df(Gt (ua y)7 y))}}
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is qi(w|y) = p(xly) for ally € 2(g:(y))-
Proof:

Similar to [1], we first analyze the behavior of optimal discriminators w.r.t a
fixed generator.

max Loss(Dy) =

D, D,

Ky
ax >t [ abw) [ talpiosDty,
k=1
Y

x

+ qe(y|z)log(1 — Df (y, ))dady

< iﬂf/gf(y) /I%ZjX{p(wly)long(m,y) +q(yla)log(1 — Dg (x,y))}ddy

k=1 J

by setting DF (y, z) = % for all y € 2(gF(y)) we can make the inequal-

ity hold with equality. Given a consistent optimal discriminator in each step of
optimization process, the loss function of generator becomes:

K

LOSS(Gt) = Z ﬂ-nyNgf(y){Exrvp(;dy)[long(gc,y)] =+ Eiwq(aj|y) [log(l - Df (l‘, y))]}
k=1

—

K.
N leVoq— Py
Loss(qt,7) _;;1 ¢ y/gt(y)!p( ly)! 90

zly) + q(zy)

a(zly) /
1T ) Gy T, ) L

where v is Lagrangian Multiplier for constraint [ g (z|y)dz = 1. We have:

| el
Loss(qt,”y)%/gt(y)I/I%inpmy)logp(ﬂy)+Qt($y)

Y

a(zly)
+ q:(z|y)log + vaqe(x|y) — v dzdy
o Gy + gy W)
Minimizing p(x|y)log% + qt(x|y)log% + vqi(x|y) requires

p(zly)
p(z|y)+a:(zly)
enforces p(z|y) = ¢:(z|y) and v = —log 2, which makes inequality * holds with

equality. a

Above two lemmas describes the behavior of digesting loss and reminding
loss separately. In next theorem, we show that the design of loss can work coop-
eratively when mixtured thus the overall loss function leads to a correct global
distribution.

to be constant for all possible value of z and y. Such constraint
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Theorem 1. Suppose the generator has enough model capacity to obtain 1 (z|y) =
p(z|y) for all y € g1(y) and the loss Vo (G, D,) defined in Equation 1 is opti-
mized optimally for each T € [t], then q.(x|y) = p(x|y) for all y € (2.

Proof:

We will rely on induction for proof of the statement. The statement is true for
t = 1 according to our assumption and the fact that g1 (y) = s1(y). Assuming
qi—1(x|y) = p(zly) for all y € 2;_1, we will show ¢:(z|y) = p(x|y) for all y € (2.
Formally:

Vi(Gt, Dt) = I%in max ]Ey~gt(y){Ex~p(:r\y) [IOg Df($7 y)}
t Dt' t

+ Euwunif(o,l)) [lOg(l - Df (Gt(u7 y>7 y))]}
+A I%itn ]Eyfvst,l(y)EuNunif(O,l) [”Gt (U, y) — Gt (’U,, y) ||2]

. ) [ atetiog— 2l
T / Z (90 / ly)ieg p(zly) + q:(x]y)

yeyeR(g(y))

+ qi(z]y)log ( 4:(zly) zdy

p(zly) + g (zly)
s [ sa) [ 1Guy) ~ Geor ) Pdudy

YEN 1

p(zly)
z / Z’Wt / min p(z0)log oY @ty

*

yEyeﬂ(gf(y))

X
+ qi(z]y)log ( a(zly) dxdy

p(zly) + a:(zly)
x [ s [ minGeluny) - Geor ) Pdudy

YERy 1

Next we show the inequality * attains equality if ¢;(x|y) = p(z|y) for all y € (2;.
First we note that for y € 2(g:(y)) N 2:—1 the digesting loss and reminding
loss shares the same optimal solution. Note G¢(u,y) = G¢—1(u,y) is equivalent
to qi(zly) = q:—1(z|y) since Gy and G;_1 shares the same random seed u. We
have for y € 2(g:(y)) N 2—1, q:(z]y) = qi—1(x]y) = p(z|y) due to the inductive
assumption for reminding loss. The optimality of ¢:(z|y) = p(z]y) is due to
Lemma 2.

Next we have g (z[y) = p(zly) for y € Af. For y € 2(g:(y)) — 2(se-1(y))
qt(zly) = p(x|y) according to Lemma 2. For y € 21 — 2(g:(v)), Gi(u,y) =
G¢_1(u,y) according to Lemma 1. O

Y)),
)
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