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Abstract. Important applications such as mobile computing require re-
ducing the computational costs of neural network inference. Ideally, ap-
plications would specify their preferred tradeoff between accuracy and
speed, and the network would optimize this end-to-end, using classifica-
tion error to remove parts of the network. Increasing speed can be done
either during training – e.g., pruning filters – or during inference – e.g.,
conditionally executing a subset of the layers. We propose a single end-
to-end framework that can improve inference efficiency in both settings.
We use a combination of batch activation loss and classification loss, and
Gumbel reparameterization to learn network structure. We train end-
to-end, and the same technique supports pruning as well as conditional
computation. We obtain promising experimental results for ImageNet
classification with ResNet (45-52% less computation).

Keywords: network sparsity, channel pruning, dynamic computation,
Gumbel softmax

1 Pruning and conditional computation

Despite their great success [14, 24, 42], convolutional networks remain too com-
putationally expensive for many important tasks. Modern architectures often
struggle to run on standard desktop hardware, let alone mobile devices. These
computational requirements pose a serious obstacle in settings constrained by
latency, power, memory and/or compute; key examples include smartphones,
robotics and autonomous driving. Considerable work has been put into explor-
ing the tradeoffs between computation and performance. Popular approaches
include expert-designed efficient networks like MobileNetV2 [39], and reinforce-
ment learning to search for more efficient architectures [16,54].

We focus on two longstanding lines of research: pruning [26, 37] and condi-
tional computation [1, 49]. Pruning, in its earliest [26, 37] and modern [11, 21]
forms, attempts to remove the least useful parts of the network. The goal is to
leave a smaller network with comparable or better accuracy. A network with
conditional computation runs lightweight tests that can choose to bypass larger
blocks of computation that are not useful for the given input. Aside from bene-
fits in inference-time efficiency [1], skipping computations can improve training
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time or test performance [7,20,49], and can provide insight into network behav-
ior [20,49].

Our goal is to improve a neural network by trading off classification error
and computation. End-to-end training is a key advantage of neural nets [25],
but poses a technical challenge. Both pruning and conditional computation are
categorical decisions which are not easy to optimize by gradient descent. How-
ever, Gumbel-Softmax (GS) [2, 10,22,33] gives a way to address this challenge.

×

Fig. 1: The clean set of filter outputs (top left) are multiplied channel-wise by a
vector of binary random variables (bottom left), which is learned during training.
For conditional computation, the gating vector’s entries depend upon the input
at this layer, while for pruning they do not.

We focus on the ResNet [14] architecture, as it is the mainstay of current
deep learning techniques for image classification. The general architecture of a
prunable channel in a network is shown in Figure 1. The computation of a channel
can potentially be skipped by sampling the gating vector of random variables.
The associated probabilities are learned during training. Their distributions can
be either depend on the layer’s input, in which case we perform conditional
computation, or be independent, in which case we perform pruning.

We propose a per-batch activation loss function, which allows the network
to flexibly avoid computing certain filters and their resulting channels. This in
turn supports useful tradeoffs between accuracy and inference speed. Per-batch
activation loss, in combination with the Gumbel straight-through trick [22], en-
courages the gating vector’s probabilities to polarize, that is, move towards 0 or
1. Polarization has proved to be beneficial [5, 44].

We summarize our contributions as follows:

– We explore conditional computation at the channel level and significantly
outperform other techniques.

– We investigate the use of Gumbel soft-max for pruning a network at the
channel-level in an end-to-end manner. We identify a mathematical property
of the combination of our batch activation loss and Gumbel soft-max that
encourages polarization.
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– We demonstrate that a single technique can achieve significant results in
both areas.

This paper is organized as follows. We begin by introducing notation and
reviewing related work. Section 3 introduces and analyses our per-batch activa-
tion loss function and inference strategies, and discusses the role of polarization.
Experimental results on ImageNet and CIFAR-10 are presented in Section 4, for
both conditional computation and for pruning. Our best experimental results for
pruning reduce computation by 51% on ResNet; our best results for conditional
computation, reduce computation on ImageNet by 45–52% on ResNet. Addi-
tional experiments and more details are included in the supplemental material.

1.1 Gating neural networks

In order to learn a discrete structure such as a network architecture with the
continuous method of stochastic gradient descent, we learn a probability distri-
bution over structures, and minimize the expected loss. In this work, we learn
whether or not to compute a channel. Let G be a set of gates indexed by i:

– Zi, a 0-1 random variable which is 1 with probability pi.

– gi, a portion of the network which computes pi.

When g and thus Z also depend on the input image j we write gij , pij ,
and Zij . Where gi depends on the input we use the phrase “data-dependent”;
where gi does not, “data-independent”. We use Gumbel Softmax and straight-
through training [8, 22] to train gi. To generate the vector of Zis, we run each
gi and then sample. If Zi = 0, the associated filter is not run, we simply replace
the corresponding channel with a block of zeros. We use the straight-through
trick: at training time during the forward pass, we use Zi and during back-
propagation, we treat Zi as pi. We define the “activation rate” of the batch as

1
|G||B|

∑
0≤i≤|G|

∑
0≤j≤|B| Zi,j where B is the batch of inputs the network sees.

This captures the fraction of the channels being computed for all gates over a
batch. The “activation rate” of a gate i is 1

|B|
∑

0≤j≤|B| Zi,j This captures the

fraction of time that the channel i is computed for the given batch.

1.2 Our loss

The intuition behind our loss is that we want to encourage the activation rate
for each batch to approach a target rate hyperparameter t. Smaller values of t
will correspond to less computation. Our batch activation loss is defined as

LB =

t− 1

|B||G|
∑

0≤i≤|G|

∑
0≤j≤|B|

Zi,j

2

(1)
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2 Related work

Our technique allows us to learn a network with conditional computation (using
data-dependent gates), or a smaller, pruned network (using data-independent
gates). As such, we describe our relation to both fields, as well as related work
on regularization.

2.1 Conditional computation

Cascaded classifiers [50] shorten computation by identifying easy negatives and
have been adapted to deep learning [28, 51]. More recently, [19] and [34] both
propose a cascading architecture which computes features at multiple scales and
allows for dynamic evaluation, where at inference time the user can tradeoff
speed for accuracy. Similarly, [48] adds intermediate classifiers and returns a
label once the network reaches a specified confidence. [7,9] both use the state of
the network to adaptively decrease the number of computational steps during
inference. [9] uses an intermediate state sequence and a halting unit to limit the
number of blocks that can be executed in an RNN; [7] learns an image dependent
stopping condition for each ResNet block that conditionally bypasses the rest
of the layers in the block. [40] trains a large number of small networks and
then uses gates to select a sparse combination for a given input. [3] selects the
most-efficient network for a given input and also uses early-exit.

The most closely related work is AIG [49], which probabilistically gates indi-
vidual layers during both training and inference, with a data-dependent gating
computation. The major difference between AIG and our work is that they spec-
ify target rates for each gate, whereas we learn these values, by giving a target
rate for the entire network. The reason for this difference is that AIG focuses
on inducing specialization on the network, whereas we focus on improving the
run-time of these networks. This focus on specialization is reflected in their loss,

which has a target rate ti for each gate i: LG = 1
|G|
∑

0≤i<|G|

(
ti − 1

|B|
∑

0≤j<|B| Zi,j

)2
As reported in their code3, the target rates for each layer of ResNet-50 are [1,

1, 0.8, 1, t, t, t, 1, t, t, t, t, t, 1, 0.7, 1] for t ∈ [0.4, 0.5, 0.6, 0.7]. This loss function
forces specialization since each gate learns to run at its target rate. However,
constraining each gate identically is inflexible; for example, consider a dataset
with two labels that are equally distributed. If the target rate t is different
than 0.5, no layer will easily specialize to one of the labels. This value of t also
determines the approximate speed of the final conditional network; networks
trained with t = 0.5 will be about twice as fast as the baseline network. Yet
AIG will push every layer with target rate t to specialize to run on half the
data. This rules out many possible network configurations. Ideally, we want to
pass in a single global target rate t for the network’s speed and then allow
the network to learn the optimal distribution of data for its gates. It can then
choose to specialize individual gates on the the subsets which benefit the most
from additional computation, and not be constrained to the gate’s target rate.

3 See https://github.com/andreasveit/convnet-aig

https://github.com/andreasveit/convnet-aig
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In addition, the loss that AIG uses cannot be adapted to network pruning,
since it does not allow any the activation rate of any gate to approach 0 or 1
(a gate turning completely on or off). Additionally, modern network pruning is
done on a channel-basis, which increases the number of gates from 17 for their
layer version of ResNet-50 to thousands of gates for the channels of ResNet-18.

In summary, our loss enables the following improvements vis-a-vis AIG:

– Support for pruning. AIG only supports conditional computation.
– More granular control. AIG specifies per-gate target rates. Specifying per-

gate target rates is infeasible at the scale of channels. Instead, our approach
learns a rate for each gate, given a soft constraint on the full network.

– Improved performance. Our loss function gives the network more flexibility
to configure the activation rates of individual gates. We find experimentally
that our network can take advantage of this flexibility to make very different
gate assignments (as demonstrated by comparing our Figure 4 and AIG’s
Figure 4). We also produce a much lower FLOPs count with comparable
accuracy (as shown in Table 1).

We provide an experimental comparison with AIG in Section 4 and an abla-
tion comparison in Section 4.4.

2.2 Pruning

Network pruning is another approach to decreasing computation time. Researchers
initially attempted to determine the importance of specific weights [13,26] or hid-
den units [37] and remove those which are unimportant or redundant. Weight-
based pruning on CNNs follows the same fundamental approach; [12] prunes
weights with small magnitude and [11] incorporates these into a pipeline which
also includes quantization and Huffman coding. Numerous techniques prune at
the channel level, whether through heuristics [15, 18, 27] or approximations to
importance [17,36,47]. [32] prunes using statistics from the following layer. [53]
applies gates to a layer’s weight tensors, sorts the weights during train time, and
then sends the lowest to zero. Contemporary with our work, [52] uses a Taylor
expansion rather than Gumbel to estimate the impact of opening or closing a
gate; their technique prunes the network, but has no natural extension to condi-
tional computation. Additionally, [29] suggests that the main benefits of pruning
come primarily from the identified architecture.

Recently, several attempts have been made at doing channel-based pruning
in an end-to-end manner. [21] adds sparsity regularization and then modifies
stochastic Accelerated Proximal Gradient to prune the network end-to-end. Our
work differs from [21] by using Gumbel Softmax to integrate the sparsity con-
straint into an additive loss which can be trained by any optimization technique;
we use unmodified stochastic gradient descent with momentum (SGD), the stan-
dard technique for training classification.

Similarly, [31] uses the per-batch results of each layer to learn a per-layer
“code”. These codes are then used to learn a mask for the layer. As training
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progresses, these masks are driven to be 0−1 by increasing a sigmoid temperature
term. The term in their loss function which trades off against computation time is
similar to our per-batch activation loss defined in Equation 1. Their architecture
does not use stochasticity or the Gumbel trick; we do not use a similar sigmoid
temperature term, because we find that the variance term implicit in the loss
is sufficient for pruning. See Section 3 for more details. We also provide an
experimental comparison in Section 4.

2.3 Regularization and architecture search

Several regularization techniques, such as Dropout [46] and Stochastic Depth
[20], have explored gating different parts of the network to make the final net-
work more robust and less prone to over-fitting. Both techniques try to induce
redundancy through probabilistically removing parts of the network during train-
ing. Dropout ignores individual units and Stochastic Depth skips entire layers.
These techniques can be seen as gating units or layers, respectively, where the
gate probabilities are hyperparameters.

In the Bayesian machine learning community, data-independent gating is
used as both a form of regularization and for architecture search. Their regular-
ization approaches can be seen as generalizing dropout by learning the dropout
rates. [44] performs pruning by learning multipliers for weights, which are en-
couraged to be 0−1 by a sparsity-inducing loss w(1−w). [8] proposes per-weight
regularization, using the straight-through Gumbel-Softmax trick. [43] uses a form
of trainable dropout, learning a per-neuron gating probability. [45] learns spar-
sity at the weight level using a binary mask. They adopt a complexity loss (L0

on weights) plus a sparsification loss similar to [44]. [30] extends the straight-
through trick with a hard sigmoid to obtain less biased estimates of the gradient.
They use a loss equal to the sum of Bernoulli weights, which is similar to a per-
batch activation loss. [35] extends the variational dropout in [23] to allow dropout
probabilities greater than a half.

Recently, several techniques have used binary gating or masking terms for
architecture search. [41] uses Bernoulli random variables to dynamically learn
network architecture elements, like connectivity, activation functions, and layers.
Similarly, [4] learns a gating structure for convolutional blocks of different sizes,
pools, etc. and proposes an end-to-end and reinforcement learning approach.

3 Technical considerations

A number of issues arise when applying our batch activation loss to speed in-
ference. We begin with a discussion of polarization. We then describe training
considerations followed by inference strategies. Finally we discuss our overall loss
function and how to integrate gates into the ResNet architecture.
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3.1 Gate polarization

Polarization plays a key role in several respects, and occurs extensively in our
experimental results (see 4). In the framework laid out in Section 1.1, the pi are
a mechanism for learning discrete structures; in the independent case, a network
architecture, and in the dependent case, an adaptive (or per-input) network
architecture. The situation where the probabilities polarize corresponds to the
continuous mechanism arriving at a discrete answer.

For data-independent gates, polarization corresponds to Zi collapsing to al-
ways be either 0 or 1: in other words, each gate permanently chooses to run
or skip its respective channel. In a perfectly polarized data-independent gat-
ing configuration some channels are never computed, and the network acts as a
deterministic, pruned network. For data-dependent gates, polarization does not
necessarily imply that the activation rate of a specific gate, 1

|B|
∑

0≤j≤|B| Zi,j is 0

or 1; just that ∀j, Zi,j is either 0 or 1; under polarization, a gate’s activation rate
can have any value between 0 and 1. Conceptually, polarization means that for a
given input, the decision whether or not to compute the channel is deterministic.

We observe that our batch activation loss has a property that actively encour-
ages polarization in the independent case. Since LB is a random variable, SGD
and the straight-through trick can be seen as minimizing its expected value [22].

Property 1. In the independent case, the expected batch activation loss is 0 only
if each gi is polarized.

To see why this property holds, note that the expected activation loss is

E[LB ] = (t− E [Q])
2

+ Var (Q) where Q =
1

|B||G|
∑

0≤j<|B|

∑
0≤i<|G|

Zi,j

Clearly both terms in the expectation are non-negative and the second term
(the variance) is only 0 at polarized values. The first term encourages the overall
activation rate of the network to be close to t, but allows the activation rate of
individual gates to vary. The second term generally encourages gate polarization.

3.2 Training considerations

As written in Equation 1, LB is a random variable which we cannot back-
propagate through. To solve this problem, we use the Gumbel reparameteri-
zation and straight-through training [8, 22] to train the network. We fixed the
Gumbel softmax temperature at 1.0. We found that the straight-through trick
(Zi ∈ {0, 1}) typically had better performance than the soft version (e.g., Zi

being the Gumbel softmax of (p, 1 − p)). For static pruning, gj is simply two
parameters that do not receive any input from the network and are directly
passed to the Gumbel softmax. For dynamic pruning, gj consists of an average
pool across the image dimensions, a 1d convolution, a batch-norm, a ReLu, and
then a final 1d convolution.
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In image classification, the standard training regime includes global weight
decay, which is equivalent to a squared L2 norm on all weights in the network. We
now describe an interaction between this regularization and gate polarization,
which motivates a scaling of the weight decay parameter.

Generally, the Gumbel softmax trick reparameterizes the choice of a k-way
categorical variable to a learning k (unnormalized) logits. In the specific k = 2
case for on-off gates, we learn two logits w0 and w1 for each gate. In the inde-
pendent case, these two logits are themselves network parameters and therefore
subject to weight decay. Given w0 and w1, the gate’s on probability is just the
sigmoid of their difference p = 1

1+ew0−w1
. The L2 regularization implicitly adds

the following to the loss: w2
0 + w2

1 = 1
2

(
(w0 + w1)2 + ln

(
1−p
p

)2)
The left hand term drives the logits towards w0 = −w1. We note that the

logits (w,−w) can produce any probability p. Since we are interested in the ef-
fect of weight decay on the learned gate probabilities, we focus primarily on the
second term. It has the opposite of a polarizing effect: it reaches its minimum at
p = 0.5. Since the weight decay loss is summed over all gates, this loss increases
directly in proportion to the number of gates. We find that a weight decay pa-
rameter of 10−4 is suitable for a network of 10 to 20 gates. However, the implicit
weight decay loss is a sum over probabilities whereas the variance term (Eq. 1)
is an average. Therefore, we adopted a heuristic rule: for gating parameters, we
divide the weight decay coefficient by the number of gates. Although the above
analysis applies to the independent case, we found the same rule was effective
for the dependent case.

3.3 Inference strategies

Once training has produced a deep network with stochastic gates, it is necessary
to decide how to perform inference. The simplest approach is to leave the gates
in the network and allow them to be stochastic during inference time. This is the
technique that AIG uses. Experimentally, we observe a small variance so this may
be sufficient for most use cases. One way to take advantage of the stochasticity
is to create an ensemble composed of multiple runs with the same network. Then
any kind of ensemble technique can be used to combine the different runs: voting,
weighing, boosting, etc. In practice, we observe a bump in accuracy from this
ensemble technique, though there is obviously a computational penalty.

However, stochasticity has the awkward consequence that multiple classifi-
cation runs on the same image can return different results. There are several
techniques to remove the stochasticity from the network. The gates can be re-
moved, setting Z = 1 at test time. This is natural when viewing these gates as
a regularization technique, and is the technique used by Stochastic Depth and
Dropout. Alternately, inference can be made deterministic by using a threshold
τ instead of sampling. Thresholding with value τ means that a layer will be
executed if the learned probability pi is greater than τ . This also allows the user
some degree of dynamic control over the computational cost of inference. If the
user passes in a very high τ , then fewer layers will activate and inference will be
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faster. In our experiments, we set τ = 1
2 . Note that we observe polarization for a

large number of our per-batch experiments (particularly with data-independent
gates). For a wide range of τ , thresholding leaves a network that behaves almost
identically to a stochastic network; additionally, for a large number of τ the
behavior of the thresholded network will be the same.

3.4 Architectural considerations

input

Input mask

Conv 1x1, BN, Relu

ConvMask1

Conv 3x3 /2, BN, Relu

ConvMask2

Conv 1x1, BN, Relu

Output mask

Conv 1x1 /2, BN, Relu

ShortcutMask

ginp

gexp1

gexp2

gout gshortcut

addition

Fig. 2: Gating on ResNet Bottleneck Block

In Figure 2, we show the blocks for ResNet in its strided form. In Equation
1, each gate is given equal weight in the activation loss calculation. However for
more complex gating schemes, not all gates control the same number of FLOPs
(floating point operations per second). To compensate for this, we make a small
change to batch activation loss; we change the activation loss to calculate the
number of FLOPs using the Zi,j . In this case, so LB takes the following form:

LFLOPs =
(
t− # FLOPs

Max # FLOPs

)2
. Our algorithm is to minimize the sum of this

and and classification loss: L = LC + LFLOPs where LC is the classification loss.

4 Experiments

We implemented our method in PyTorch [38]. Our primary experiments centered
around ResNet [14], running our resulting network on ImageNet [6]. Our main
finding is that our techniques improve both accuracy and inference speed. We
also perform an ablation study in order to better understand their performance.

4.1 Training parameters

For ResNet, we kept the same training schedule as AIG [49], and follow the
standard ResNet training procedure: batch size of 256, momentum of 0.9, and
weight decay of 10−4. For the weight decay for gate parameters, we use 20

|G| ·10−4.
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We train for 100 epochs from a pretrained model of the appropriate architecture
with step-wise learning rate starting at 0.1, and decay by 0.1 after every 30
epochs. This is the same training schedule as [49]. We use standard training data-
augmentation (random resize crop to 224, random horizontal flip) and standard
validation (resize the images to 256× 256 followed by a 224× 224 center crop).

In practice, we noticed that many of our ResNet-50 models were not yet at
convergence after this training schedule. In order to perform a fair comparison
with [49], we did not train our data-dependent networks further. For our data-
independent networks, we use the same training schedule as “fine-tune” in [15].

We observe that configurations with low activations rates for gates cause the
batch norm estimates of mean and variance to be slightly unstable. Therefore
before final evaluation for models trained with smaller batch size, we run training
with a learning rate of zero and a large batch size for 200 batches in order to
improve the stability and performance of the BatchNorm layers. Unless otherwise
specified, we use deterministic inference with a threshold of 0.5.

4.2 Results on ImageNet

A graphical representation of the experimental results are in Figure 3a, as well
as a detailed tabulated breakdown in Tables 2 and 1.

Pruning results Results are shown in Figure 3b and Table 2. We find that
we can prune about 43% of the FLOPs with almost no loss of accuracy from
the baseline model. In addition, we can achieve a higher Top-1 accuracy, 76.2,
with 37% fewer FLOPs than ResNet-50. Compared to the natural competitor,
AutoPruner4 [31], with slightly fewer FLOPs, we have 0.8 higher accuracy. In
additional, we perform nearly 0.7% better than the best baseline, Filter Prun-
ing via Geometric Median [15], with a slightly smaller model (43% reduction
compared to 42% reduction).

Conditional computation results Conditional computation results are shown
in Figure 3a and Table 1. We find that we can skip 45-52% of the FLOPs from the
baseline with comparable or even slightly better accuracy. ResNet-50 achieves a
Top-1 accuracy of 76.13 with 4.028 FLOPs (×109). With target rate t = .5 we
have a small improvement in accuracy (Top-1 accuracy of 76.3) at 2.21 FLOPs,
which is 45% fewer. At t = .4 we have a small loss in accuracy (76.04) at 1.94
FLOPs, which is 52% fewer. The figures also show comparisons with AIG [49]
(which is at the layer, rather than filter, granularity); we achieve a slightly higher
accuracy with over 30% fewer FLOPs.

4 Note that the number we use for their FLOPs is different from what they report.
They report lower FLOPs for the baseline ResNet-50 architecture (3.8 GFLOPs
versus our 4.028). To normalize the comparison, we added 0.2 GFLOPs to their
results.
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Model
Top-1

acc.(%)
Top-5

acc. (%)
FLOPs

ANN [3] at tradeoff 1 74.9 91.8 2.7
ANN [3] at tradeoff 2 74 91.8 2.6

MSDNet [19]-3.1 75.8 - 3.1
MSDNet [19]-3 75 - 3

MSDNet [19]-2.1 74 - 2.1
AIG [49] t = 0.4 75.25 92.39 2.76
AIG [49] t = 0.5 75.58 92.58 2.91
AIG [49] t = 0.6 75.78 92.79 3.08
AIG [49] t = 0.7 76.18 92.92 3.26
Ours dep t = .5 76.30 93.01 2.21
Ours dep t = .4 75.19 92.50 1.67
Ours dep t = .3 76.04 92.79 1.94

Table 1: Comparison of conditional computation on ImageNet-2012.

Depth Model

Baseline
top-1
acc.(%)

Accelerated
top-1
acc. (%)

Top-1
acc ↓

Top-5
acc ↓

FLOPs
↓ (%)

Geom [15] (only 30%) 70.28 68.34 1.94 1.10 41.8
18 Geom [15] (mix 30%) 70.28 68.41 1.87 1.15 41.8

Ours ind 70.28 68.88 1.40 0.97 43.9

Geom [15] (only 30%) 73.92 72.54 1.38 0.49 41.1
34 Geom [15] (mix 30%) 73.92 72.63 1.29 0.54 41.1

Ours ind 73.92 72.78 1.14 0.69 51.1

DDS-41 76.13 75.44 0.69 2.25 13.77
DDS-32 76.13 74.18 1.95 1.04 30.0
DDS-26 76.13 71.82 4.31 0.29 42.17

ThiNet-70 72.88 72.04 0.84 3.08 36.7
50 AutoPruner 0.5 76.13 74.76 1.37 0.79 48.36

Geom (only 30%) 76.15 75.59 0.56 0.24 42.2
Geom (mix 30%) 76.15 75.50 0.65 0.21 42.2
Geom (only 40%) 76.15 74.83 1.32 0.55 53.5
Ours ind t = .5 76.13 76.20 -0.07 -0.2 37.68
Ours ind t = .4 76.13 76.14 -0.01 -0.04 43.39
Ours ind t = .3 76.13 75.56 0.56 0.36 51.3

Table 2: Comparison of pruned ResNet on ImageNet-2012. Acc ↓ is the decrease
in accuracy between the accelerated model and the baseline mode; lower is better.
Baseline numbers are listed because different researchers’ implementations vary;
note that our compressed model for ResNet-34 is smaller than that of Geom [15].
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(b) Pruning results for ResNet-50

Fig. 3: Selected experimental results for ImageNet.

Variant FLOP %
Baseline

top-1 acc (%)
Accelerated
top-1 acc (%)

Top-1 ∆

Conditional computation on ResNet110

AIG-110 t = .8 82% 93.39 94.24 1% ↑
Ours dep t = .6 65% 93.39 94.36 1% ↑

Pruning on ResNet-56

AMC 50% 92.8 91.9 1.0% ↓
Ours ind t = .5 50% 93.86 93.31 0.4% ↓

Table 3: CIFAR-10 results. The FLOPs is reported as a percentage of the original
model and accuracy is reported for the baseline and accelerated models. Note
that our ResNet-56 baseline is more accurate than AMC’s ResNet-56 baseline.

Model
Baseline

FLOPs (109)
Accelerated
FLOPs (109)

FLOPs ∆ Top-1 acc. (%)

AIG-50 t = 0.6 4.028 3.08 76.5% 75.78
Ours data-dep. layer t = 0.5 4.028 2.72 67.5% 75.78
Ours data-dep. filter t = 0.4 4.028 1.94 48.1% 76.07

Table 4: Layer vs Filter granularity for gating. FLOPs ∆ is calculated from
baseline ResNet50 architecture (lower is better).
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4.3 Results on CIFAR-10

We report results on CIFAR-10 on several architectures and compare to other
techniques; see Figure 3. Using conditional computation, we obtain higher ac-
curacy on ResNet-110, 94.36, with 65% fewer FLOPs. Compared to AIG, we
obtain higher accuracy with 20.7% fewer FLOPs. Using pruning on ResNet-56,
we can reduce the number of FLOPs by 50% with only a small decrease in final
accuracy, 93.31. Compared with AMC, we have a smaller decrease in accuracy at
the same FLOPs reduction. Additional results are included in the supplemental.

4.4 Analysis and ablation studies

Filter vs layers Our proposed techniques can be used on a layer basis; our
per-batch activation loss, in combination with the Gumbel, still provides strong
performance. In general, operating at filter granularity rather than layers pro-
vides a substantial boost: roughly 20% improvement in FLOPs at the same
accuracy. Results are shown in Table 4. For pruning (data-independent gates),
moving from layer to filter granularity results in a 28% improvement in FLOPs
for a similar accuracy. For conditional computation (data-dependent gates), we
can do an even more detailed ablation study since the primary difference between
AIG [49] and our result are the batch activation loss and the filter granularity.
Overall, batch activation loss provides approximately a 12% boost over AIG and
filter granularity provides an additional 27% improvement over the layer-based
version of our technique.

Specialization results In Figure 4, we show the gate activations for our layer-
based data-dependent model. We observe higher levels of specialization than
AIG. While AIG’s model specializes primarily on manmade vs non-manmade
objects, we specialize on more granular category types. The first layer runs only
on cats and dogs, while the second layer runs primarily on fish and lizards. Note,
that the specialization shown in AIG is a direct result of the chosen target rate.
Their target rate of t = 0.5 causes each layer in their model to specialize on
one half of the dataset. Since our target rate is for the entire network, each
layer in our model is able to specialize on whatever subset it wants. In fact,
our specialized layers (cats and dogs; lizards and fish) suggest that working on
smaller, more specific subsets can help the model’s accuracy.

5 DenseNet extensions

There are a number of natural extensions to our work that we have explored.
Here, we focus on the use of probabilistic gates to provide an early exit, when
the network is certain of the answer. We are motivated by MSDNet [19], which
investigated any-time classification. We explore early exit on both ResNet and
DenseNet; however, consistent with [19], we found that ResNet tends to degrade
with intermediate classifiers while DenseNet does not. Following [48] we place
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Fig. 4: Gate activations for a layer-based conditional computation model with our
batch-activation loss. Two of the layers are highlighted in green. These layers
depict a higher level of specialization than those shown in AIG; the first layer
runs on cats and dogs, while the second layer runs primarily on fish and lizards.

gates and intermediate classifiers at the end of each dense block. At each gate,
the network makes a decision as to whether the instance can be successfully clas-
sified. Results are shown in Table 5. These early exit gates make good decisions
regarding which instances to classify early. More details are in the supplementals.

Images
selected (%)

Top-1 acc. (%)
(all images)

Top-1 acc. (%)
(selected images)

Block 1 28.71% 81.36 96.37
Block 2 11.56% 93.35 98.53

Final Block 59.74% 94.19 92.63

Table 5: DenseNet on CIFAR-10 with early exit. For early classifiers, the accuracy
on the images that the network selects is higher than the accuracy on all images.
This suggests that the gates are learning to recognize “easy” examples.

6 Conclusion

We show an end-to-end trainable system for selecting channels using Gumbel
soft-max. We propose a single framework that can handle both pruning and con-
ditional computation at the channel level. Our novel batch loss, combined with
the Gumbel trick for making categorical gate decisions, shows strong quantita-
tive speedups over the baseline, improving the FLOPS-accuracy Pareto frontier.
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