
Supplementary Material:
Attributional Robustness Training using

Input-Gradient Spatial Alignment

Our supplementary material is organized as follows: In Section S1, we pro-
vide dataset and implementation details for training ART models. We also show
ablation studies related to attributional robustness which includes testing attri-
butional robustness of ART model on different values of ε. Section S2 describes
dataset and implementation details for weakly supervised object localization
task. Also, we provide qualitative results on this task. In Section S3, we perform
additional analysis of adversarial vulnerability for ART model.

The code for our proposed methodology (ART ) is available at:
https://github.com/nupurkmr9/Attributional-Robustness.

S1 Attributional Robustness: Additional Details and
Results

In this section, we provide details of the datasets as mentioned in the main paper
(Section 4.1), as well as some additional results on attributional robustness.

We qualitatively show in Figure S1 that attribution maps generated via ART
are robust to attribution manipulation unlike Natural model. We also report the
Top-1000 Intersection and Kendall’s Correlation between original and perturbed
saliency maps for ART and Natural models. We use target attribution attack as
mentioned in [4] to perturb the attributions while keeping the predictions same.
For images in Figure S1, the model predictions are correct and the attribution
maps are computed using Integrated Gradient [17]. We observe that attributions
of the Natural model are visually and quantitatively fragile as attributions are
easily manipulated to resemble target attribution map that is present in the
rightmost column of the figure. However, it can seen from the figure that ART
models show high robustness to attribution manipulations.

S1.1 Choice of optimization objective Lattr and its variants

Our choice for the loss function was based on the empirical analysis as reported
in table 1 on CIFAR-10. We empirically observed that instead of directly min-
imizing `2 distance between x and gy(x) in Equation 4 of main paper, cosine
distance led to better robustness. We believe this is because cosine avoids scale
mismatch issues in x and gy(x) magnitudes. The triplet loss is only introduced to
improve performance on attributional robustness objective. For negative sample
selection, we choose i∗ as second most likely class, which represents most un-
certainty, following standard principles of hard negative mining in triplet loss
[7,14]. For other choices of i∗ , we observed a performance drop.
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