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Abstract. Most previous knowledge distillation frameworks train the
student to mimic the teacher’s output of each sample or transfer cross-
sample relations from the teacher to the student. Nevertheless, they ne-
glect the structured relations at a category level. In this paper, a novel
Category Structure is proposed to transfer category-level structured re-
lations for knowledge distillation. It models two structured relations, in-
cluding intra-category structure and inter-category structure, which are
intrinsic natures in relations between samples. Intra-category structure
penalizes the structured relations in samples from the same category and
inter-category structure focuses on cross-category relations at a category
level. Transferring category structure from the teacher to the student
supplements category-level structured relations for training a better stu-
dent. Extensive experiments show that our method groups samples from
the same category tighter in the embedding space and the superiority
of our method in comparison with closely related works are validated in
different datasets and models.

Keywords: knowledge distillation, intra-category structure, inter-category
structure, structured relation

1 Introduction

Recent developments of deep neural network (DNN) have achieved state-of-the-
art performance in many tasks [21, 1]. In several challenging datasets [11, 3],
well-designed networks can even perform better than humans. However, these
networks typically have millions of parameters and consume large amounts of
computation resources. Applications of these large networks are limited on em-
bedded devices due to their high resource demands. Therefore, there is an ur-
gency for training small networks with low resource demands, while keeping
the performance of small networks as close as possible to large networks. Several
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Fig. 1. Differences in transferred knowledge between conventional knowledge distilla-
tion, correlation knowledge distillation and our Category Structure Knowledge Dis-
tillation (CSKD). In contrast to previous methods, CSKD considers intra-category
structure and inter-category structure at a category level as profitable knowledge for
knowledge distillation to better improve the performance of the student

methods, such as low-rank factorization [10, 4], network pruning [15, 18], network
quantization [13, 17] and knowledge distillation [8, 22], have been developed to
solve this problem. Knowledge distillation has been proved to be an effective
approach to improve the performance of small networks by transferring effective
knowledge from a large model to a small model. Through additional regression
constraints on outputs of teacher and student for input data, knowledge distil-
lation forces the student model to imitate teacher’s behaviors to obtain better
performance.

The key problem of knowledge distillation is to extract effective, adequate
and general knowledge from the teacher to the student. To handle this prob-
lem, conventional knowledge distillation transfers knowledge in a single-sample
manner, keeping the student learning the consistency of each input sample as
shown in Figure 1(a). It focuses on extracting knowledge from the final and im-
mediate outputs of the teacher and transferring them to the student. Recently,
correlation congruence [20] has been proposed to add constraints on relations
between multiple samples as shown in Figure 1(b). However, these methods ig-
nore the structured relations at a category level, which depict relations from a
more abstract and high-level perspective.

We suppose that the category-level structured relations are also profitable
knowledge for improving the performance of the student. In this paper, we fur-
ther propose a novel general framework called Category Structure Knowledge
Distillation (CSKD) which focuses on transferring category-level structured re-
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lations named category structure from the teacher to the student. Category
structure consists of two types of structured relations: intra-category struc-
ture for each category and inter-category structure between different categories.
Intra-category structure contains relations between samples from the same cate-
gory and inter-category structure transfers relations between different categories.
CSKD is easy to be implemented and the effectiveness of the proposed method
is demonstrated by extensive empirical results on three datasets and different
models.

Our contributions in this paper are summarized as follows:

1. We propose a new general distillation framework called Category Structure
Knowledge Distillation (CSKD), which transfers structured relations from
the teacher to the student at a category level. To the best of our knowl-
edge, it is the first work to introduce category-level structured relations for
knowledge distillation.

2. We define intra-category and inter-category structure to form the category
structure. And two effective relation functions are introduced to better ex-
tract intra-category structure and inter-category structure from the embed-
ding space of the teacher and the student.

3. Extensive experiments show that our method achieves state-of-the-art per-
formance. We conduct experiments on different datasets and different teacher-
student architecture settings to show the effectiveness of the proposed method
in comparison with closely related works.

2 Related Work

In this paper, we focus on improving the performance of small networks. There-
fore, we summarize recent methods in model compression and knowledge distil-
lation in this section.

2.1 Model Compression

Model compression focuses on designing small networks with few parameters
and high performance simultaneously. Sindhwani [24] proposed a unified frame-
work to learn structured parameter matrices that are characterized by the notion
of low displacement rank. Louizos [15] employed L0 norm regularization in the
training to prune the neural networks by encouraging weights to become exactly
zero. Energy-aware pruning was utilized to construct energy-efficient convolu-
tional neural networks [27]. Binary quantization with weights and activation
constrained to {-1,+1} at run-time were adopted in [13]. Adaptive quantization
for finding optimal quantization bit-width for each layer was also explored in
recent work [30].

2.2 Knowledge Distillation

The purpose of knowledge distillation is improving the performance of small
models by transferring knowledge from large models to small models. Hinton [8]
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first proposed to distill teacher’s knowledge to student by soft targets under a
controlled temperature. Romero [22] proposed a two-stage training procedure
and transferred not only final outputs but also intermediate outputs to student.
In [29], a compact student network was improved by mimicking the attention
maps of a powerful teacher network. Yim [28] proposed a flow of solution pro-
cedure (FSP) to inherit relations between two convolutional layers. In [16], neu-
rons in the deeper hidden layers were used to transfer essential characteristics
of the learned face representation for face recognition task. To obtain a promis-
ing improvement, noise regularization was added while training the student [23].
Huang [9] regarded knowledge transfer as a distribution matching problem and
utilized neuron selectivity patterns between teacher and student models to solve
the distribution matching problem. In [7], activation boundary, which meant
the activations of neurons instead of their exact output values, was employed to
transfer classification-friendly partitions of the hidden feature space.

Recent works also adopt generative adversarial network (GAN) and adver-
sarial examples to obtain better performance. In [26], conditional generative
adversarial network was used to learn a proper loss function to transfer effective
knowledge from teacher to student. And in [25], a three-player game, consisting
of a teacher, a student, and a discriminator, was proposed based on generative
adversarial network to force teacher and student learning each other mutually.
Heo [6] forced student to learn the decision boundary by adversarial examples.

In addition to the above methods that transfer knowledge in a single-sample
manner, there are also a few methods to explore relations between multiple
samples for knowledge distillation. Chen [2] used cross-sample similarities which
could be naturally derived from deep metric models. In [19], distance-based
and angle-based relations were proposed to penalize structural differences in
relations. Similarly, Liu [14] utilized instance relationship graph to transfer a
relation graph from teacher to student.

In this paper, we further take the category structure in feature space as
profitable knowledge to transfer the intra-category structure and inter-category
structure from teacher to student.

3 Category Structure Knowledge Distillation

In this section, we describe the details of our proposed category structure for
knowledge distillation.

3.1 Knowledge Distillation

We start from conventional knowledge distillation in this section for a better
understanding. The concept of knowledge distillation is first proposed in [8] to
distill hint knowledge from teacher to the student using cross-entropy

LKD−CE =
1

n

n∑
i=1

Hcross(yt
i ,y

s
i ), (1)
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where n is the number of samples and Hcross is cross-entropy loss function.
yt
i and ys

i refer to teacher’s and student’s softmax outputs under distillation
temperature τ

yij =
ezj/τ∑c
k=1 e

zk/τ
, (2)

where yij refers to the predicted probability belonging to the j-th class, zj refers
to the logits of teacher and student and c represents the number of classes. By
minimizing the cross-entropy loss function, student mimics teacher’s behaviors
progressively. In several works [20, 7], KL divergence is adopted to better match
distributions of teacher and student.

LKD−KL =
1

n

n∑
i=1

KL(yt
i ,y

s
i ). (3)

Correlation constraints are utilized in [20] to transfer relations between mul-
tiple samples by computing cross sample correlations.

Lcorrelation =
1

n2
‖Φ(F t)− Φ(F s)‖22, (4)

where F t and F s represent feature maps of teacher and student, respectively.
Φ(·) is a mapping function, Φ : F −→ Ω ∈ Rn×n, which maps feature represen-
tation F to a relational matrix Ω by computing pairwise similarity or distance
between any two samples in a mini-batch of training dataset. Correlation reflects
relations between samples and transferring mutual correlation to student can im-
prove the performance of student by providing extra beneficial information that
can not be noticed in single sample manner.

Transferring pairwise relations between any two samples is straight-forward
and it may contain some redundant and irrelevant information for knowledge
distillation. For example, relations between samples from different classes are
calculated for any pair in [20]. Samples from highly related classes may get high
similarity and samples from irrelevant classes may get low similarity. However,
most of these relations are redundant and unnecessary for classification task.
Samples from the same class may have similar relations between themselves and
samples from other classes. Transferring redundant information from teacher
to student may confuse student to some extent. Inspired by this, we consider
structured relations at a category level as principal and sparse knowledge. Be-
yond sample correlation, we further explore category structure for knowledge
distillation.

3.2 Category Structure

In this section, we describe Category Structure Knowledge Distillation in de-
tail. Category structure consists of two parts: intra-category structure and inter-
category structure. Intra-category structure describes structured relations be-
tween samples from the same category, while inter-category structure represents
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Fig. 2. The overview of our CSKD. Extract intra-category structure and inter-category
structure by relation functions Ψ(·) and Λ(·) respectively, and transfer them from the
teacher to the student

structured relations between different categories at a category level. The overall
framework of our proposed method is illustrated in Figure 2. Given n train-
ing samples X = {x1, x2, ..., xn}, a pre-trained teacher model f t and a random
initialized student model fs. Let feature representations F it = f t(Xi;W t) and
F is = fs(Xi;W s), respectively.W t andW s are weights of teacher and student.
Xi refers to samples belonging to the i-th class. We divide training samples into
different categories by labels. Then category structure denoted as CS is con-
structed to represent relation structures across samples and can be expressed
as

CS = (CSintra, CSinter) = ({Ψ(F i)}ci=1, Λ({F i}ci=1)), (5)

where Ψ(·) is the intra-category structure function constructing relations between
samples from the same category and Λ(·) refers to the inter-category structure
function representing relations between different categories. For each feature rep-
resentation set F i = f(Xi;W ) belonging to the i-th category, Ψ(F i) formalise
their structured relations to group a tight cluster in the embedding space. Corre-
spondingly, Λ({F i}ci=1)) is a mapping function: Λ : F −→M ∈ Rc×c, calculating
similarities between different categories to separate samples from irrelevant cat-
egories from each other. M is a category relational matrix.

To construct relations at a category level, we define a category center as

Ci =
1

m

m∑
j=1

F ij , (6)

where F ij refers to the feature map belonging to the j-th sample from the i-th
category, and m is the number of samples from the i-th category. Category center
is calculated by the average feature map for samples from the same category and
it represents the general category feature representation in high-level feature
space to some extent. Then the relation function of intra-category structure can
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Fig. 3. Illustration of category structure transfer. Yellow solid arrows indicate the inter-
category structure transfer, and blue dotted arrows refer to intra-category structure
transfer. Inter-category structure transfers cross-category similarity between any two
categories and intra-category structure transfer relative structure formed by category
center and training samples from the same category

be defined as

Ψ(F i) = {F ij −C
i}mj=1. (7)

It preserves the structured information of relative distances between each
sample and its category center. We assume that samples from the same category
group tight in the embedding space and category center can represent samples
from the same category in the embedding space. Based on category center, re-
lations of samples from the same category are involved in the relation structure
in a more efficient and sparse way. We further define the relation function of
inter-category structure based on similarity:

M(i, j) = Λ(F i,F j) =
Ci ·Cj

‖Ci‖2‖Cj‖2
, i, j = 1, 2, ..., c. (8)

It reflects the structured relations between any two categories. Highly related
categories have high similarity scores and irrelevant categories have low similarity
scores.

Intra-category structure ignores redundant relations between cross-category
samples and focuses on pairwise relations formed by relative distance to category
center between samples from the same category. Correspondingly, inter-category
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structure maintains principal category-wise relations and it complements struc-
tured relations in a global sense. And our extensive experiments shows that
intra-category structure and inter-category structure shows mutual positive ef-
fects to each other. Since we conduct structured relations at a category level,
category structure constructs sparser relations than correlation that calculates
relations between any two samples (see analysis in Section 4.6).

3.3 Loss for Category Structure Transfer

Figure 3 shows the illustration of category structure and its transfer process.To
transfer category structure from teacher to student, we construct LCS to mea-
sure differences between category structures of teacher and student. Let D(·)
represents the distance function between relation structures, then the loss for
category structure transfer can be defined as

LCS = Lintra + Linter

= β ·D(CStintra, CS
s
intra) + γ ·D(CStinter, CS

s
inter)

=
β

c
·
c∑
i=1

‖Ψ(F it)− Ψ(σ(F is))‖2 + γ · ‖Λ({F it}ci=1)− Λ({F is}ci=1)‖2

=
β

c
·
c∑
i=1

‖Ψ(F it)− Ψ(σ(F is))‖2 + γ · ‖M t −M s‖2,

(9)

where β and γ are hyper-parameters to control weights of intra-category struc-
ture and inter-category structure. σ(·) is a transformer with 1×1 convolution
layer for matching student’s channels to teacher’s. Therefore, total loss for train-
ing student is

Ltotal = αLCE + (1− α)LKD + LCS , (10)

where LCE is the cross-entropy loss based on student’s output and ground truth
and LKD is the mean square errors of teacher’s and student’s logits in our
experiments. α is a trade-off between supervision from labels and single-sample
based knowledge transfer. Our CSKD is summarized in Algorithm 1.

4 Experiments

We evaluate CSKD on three datasets: CIFAR-10, CIFAR-100 and Tiny ImageNet
to show the effectiveness of our proposed method. And we compare CSKD with
closely related works. Extensive experiments are conducted to explore category
structure for knowledge distillation. Our codes for experiments and more results
will be available at https://github.com/xeanzheng/CSKD.



Improving Knowledge Distillation via Category Structure 9

Algorithm 1 Category structure knowledge distillation.

Input:
Training samples, X = {x1, x2, ..., xn};
Labels of training samples, y = {y1, y2, ..., yn};
Teacher model f t with pre-trained weights W t;
Student model f̂s with random initialized weights Ŵ s;
Transformer with 1×1 convolution layer, σ;

Output:
Student model fs with optimized weights W s;

1: while not convergence do
2: Choose a random batch X̂ and their labels ŷ from training samples X and labels

y;
3: Extract features from teacher and student model, F t = f t(X̂;W t), F s =

f̂s(X̂;W s);
4: Group features into different groups by labels ŷ, F t = {F it}ci=1, F s = {F is}ci=1;
5: Extract structured relations by Ψ and Λ relation functions, Ψ(F it), Ψ(σ(F is)),

Λ({F it}ci=1), Λ({F is}ci=1);
6: Transfer category structure to student model fs by descending the stochastic

gradient from LCS :
∇W s

β
c
·
∑c
i=1 ‘‖Ψ(F it)− Ψ(σ(F is))‖2 + γ · ‖Λ({F it}ci=1)− Λ({F is}ci=1)‖2,

and train the student model by supervision from labels and single-sample based
knowledge distillation loss from the teacher:

∇W sαLCE + (1− α)LKD;
7: end while
8: return fs with its weights W s;

4.1 Experimental Settings

We adopt ResNet [5] as the main architecture in our experiments. In the main
experiments, the hyper-parameter α is set to 0.1, the weight of intra-category
structure loss β is empirically set to 0.01, and γ = 0.2.

On CIFAR-10, CIFAR-100, and Tiny ImageNet, we compare CSKD with the
student trained with only cross-entropy (CE), original knowledge distillation
(KD) [8], Fitnet [22], KDGAN [25], activation boundary transfer (AB) [7], and
correlation congruence knowledge distillation (CCKD) [20]. For fare compar-
isons, all methods are implemented and compared under the same architecture
configurations.

4.2 Results on CIFAR-10

CIFAR-10 [12] consists of 60K 32×32 images in 10 classes and each class contains
5000 images in training set and 1000 images in validation set. We first resize
images to 40×40 by zero-padding, and then randomly crop images to original
size 32×32. Meanwhile, random horizontal flip and normalization with channel
means and standard deviations are adopted to augment the training data. We
use a batch size 128 and a standard SGD optimizer with an initial learning rate
0.1 and momentum 0.9 to optimize our model and the weight decay is set to
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Table 1. Accuracy of different methods on CIFAR-10. We explore our CSKD on
different teacher-student architecture settings and keep the same training configuration
for all the methods for fair comparisons. The proposed method surpasses all other
methods. R101 0.5: ResNet101 with a channel reduction to the ratio of 50%

Teacher/Student Model CE KD Fitnet KDGAN AB CCKD Proposed Teacher

R101 0.5/R18 0.25 90.14 91.01 91.05 91.54 91.42 91.07 91.99 92.91
R101 0.5/R34 0.25 91.25 91.48 91.61 92.09 91.94 91.87 92.67 92.91
R101 0.5/R50 0.25 92.16 92.18 92.37 92.65 92.49 92.34 93.20 92.91
R152 0.5/R18 0.25 90.14 91.11 91.37 91.50 91.44 91.56 92.27 93.22
R152 0.5/R34 0.25 91.25 91.81 92.14 92.38 92.16 92.10 92.76 93.22
R152 0.5/R50 0.25 92.16 92.29 92.53 93.01 92.79 92.75 93.31 93.22

1e-4. We train the model with 200 epochs and the learning rate is multiplied by
a scale factor 0.1 when training epochs are at 80, 120, 160.

We conduct our CSKD on teacher networks ResNet152 0.5 (14.6M) with a
accuracy 93.22% and ResNet101 0.5 (10.7M) with a accuracy 92.91% and stu-
dent networks ResNet18 0.25 (0.7M), ResNet34 0.25 (1.3M) and ResNet50 0.25
(1.4M). ResNet x represents a ResNet with a channel reduction to a ratio of x.
The first convolution kernel is changed to size 3×3 with a stride 1 and the stride
of the first max-pooling is set to 1 to fit the image size.

We show our results on CIFAR-10 in Table 1. CSKD shows remarkable im-
provements under all evaluated teacher-student architecture settings. It obtains
an average 1.52% improvement on different student networks and surpasses sev-
eral closely related state-of-the-art methods with obvious margins. And it is
noticed that our compression ratios are around 4.8%∼13.1%, however, the per-
formance of the student even can surpass the teacher in some teacher-student
architecture settings, e.g., 92.91% of teacher ResNet101 0.5 versus 93.20% of
student ResNet50 0.25.

Table 2. Accuracy of different methods on CIFAR-100. Our CSKD outperforms all
other methods and even better than the teacher

Teacher/Student Model CE KD Fitnet KDGAN AB CCKD Proposed Teacher

R101 0.5/R18 0.25 65.64 67.43 68.04 68.35 68.17 68.96 69.14 71.77
R101 0.5/R34 0.25 66.86 69.30 69.76 69.81 69.91 70.14 70.39 71.77
R101 0.5/R50 0.25 68.79 70.57 71.39 71.24 71.05 71.32 71.61 71.77
R152 0.5/R18 0.25 65.64 67.99 68.41 68.34 68.73 69.15 69.22 72.15
R152 0.5/R34 0.25 66.86 70.08 70.48 70.70 70.75 70.98 71.01 72.15
R152 0.5/R50 0.25 68.79 71.24 71.92 71.52 72.25 72.19 72.60 72.15
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Table 3. Top-1 accuracy and top-5 accuracy on Tiny ImageNet. The teacher is
ResNet152 (58.5M) and the student is ResNet18 0.25 (0.7M)

Method Top-1 accuracy Top-5 accuracy

Teacher 60.70 81.87

CE 45.21 71.03
KD 49.53 74.90
Fitnet 50.12 75.41
KDGAN 52.84 77.62
CCKD 53.14 78.14
AB 52.72 77.89
Proposed 53.66 78.75

4.3 Results on CIFAR-100

CIFAR-100 [12] is similar to CIFAR-10 dataset. But it is a more complicated
dataset because it contains 100 classes rather than 10 classes in CIFAR-10.
There are also 60K 32×32 images in CIFAR-100 and 50K/10K images for train-
ing/validation. Each class contains 500 training images and 100 validation im-
ages and we adopt the same data augmentation scheme used in CIFAR-10
(resize/padding/crop/flip/normalization) for CIFAR-100. The same multi-step
SGD optimizer is also adopted and we train our model with 200 epochs.

We show results on CIFAR-100 in Table 2. The same network architec-
ture settings are used and CSKD outperforms other methods. In this dataset,
there exists a relatively big margin (compression ratio around 2.98%∼6.51%)
between teacher and student and our CSKD improves the performance of the
student by 2.82%∼4.15%. And the student achieves a better accuracy 72.60%
(ResNet50 0.25) than the teacher with an accuracy 72.15% (ResNet152 0.5) at
the last entry in Table 2.

4.4 Results on Tiny ImageNet

Tiny ImageNet is a downsampled version of the ImageNet [3] for classification.
It consists of 120K images with 200 classes and each class contains 500 training
images, 50 validating images, and 50 test images. The images are downsampled
from 256×256 to 64×64. It is more difficult to classify these images in Tiny Ima-
geNet than CIFAR datasets. We adopt Resnet152 (58.5M) as the teacher model
and Resnet18 0.25 (0.7M) as the student model to explore the performance of
CSKD when there is a big gap in capacity between the teacher and the stu-
dent. The student only has around 1.2% of the teacher’s parameters under this
teacher-student architecture setting. We resize input images to 72×72 and then
randomly crop them to 64×64. Random horizontal flip operation and channel
normalization are also utilized to augment and normalize the training data. To
better extract feature representations in the embedding space, the first convo-
lutional kernel in original ResNet18 is changed to 3×3 with a stride 1 to fit the
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image size. The batch size is chosen as 200 and the student is trained with 200
epochs. A SGD optimizer with initial learning rate 0.1 and momentum 0.9 is
utilized and the weight decay is set to 5e-4. The learning rate is divided by a
factor 10 at 50, 100, 150 epochs.

Table 3 shows the results of CSKD and related works on Tiny ImageNet.
All models are evaluated on validation set and trained with the same epochs for
fair comparisons. Our CSKD surpasses all other methods in Table 3 and gets
a 53.66% top-1 accuracy and a 78.75% top-5 accuracy. Compared with original
KD, CSKD surpasses by around 4% in both top-1 accuracy and top-5 accuracy.

Table 4. Ablation study of Category Structure Knowledge Distillation. It is observed
that every part of our category structure takes effect. Intra-category structure and
inter-category structure show mutual effects when both of them are used

Intra loss Inter loss Top-1 accuracy Top-5 accuracy

× × 49.53 74.90
X × 52.51 78.36
× X 52.48 78.45
X X 53.66 78.75

4.5 Ablation Study

We conduct an ablation study on the setting of a teacher ResNet152 and a
student ResNet18 0.25 to delve into two parts of category structure, i.e., intra-
category structure and inter-category structure. The results are summarized in
Table 4. Each part of category structure loss is stripped to show the effective-
ness of two parts of our category structure. When applied only intra-category
loss or inter-category loss, our method gets similar improvements. If unabridged
category structure loss is used, intra-category loss and inter-category loss show
mutual effects on each other and CSKD achieves better promotions. It is also no-
ticed that our method gets a general higher top-5 accuracy when compared with
all other methods in Table 3, which reveals that category structure groups simi-
lar categories tighter in the embedding space and separates irrelevant categories
far away from each other.

4.6 Analysis

Since we construct relation structures at a category level, the relations are sparser
than cross-sample correlation which penalizes relations between any two samples.
We simply regard different kinds of relations as the same edges between different
vertices (samples) and calculate the number of edges to compare the complexity
between category structure and cross-sample correlation. Let a dataset consists
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(a) KD (b) Fitnet (c) KDGAN

(d) ABF (e) CCKD (f) Our CSKD

Fig. 4. Feature visualization of different methods. Each point represents a sample and
each color represents a class. Our CSKD groups samples from the same category tighter
than all other methods. Best viewed in color

of c categories and to simplify the calculation, each category is assumed to con-
tain m images, then the number of edges in correlation is m2c2. In category
structure, the number of edges is mc + c2. Then the quantity ratio can be cal-
culated as

m2c2/(mc+ c2) = m2c/(m+ c) ≤ m

2

√
mc. (11)

It is obvious that category structure compresses original correlation at most
m
2

√
mc times. Our CSKD helps reduce redundant relations between cross-category

samples by focusing on relations between samples from the same category (intra-
category relations) and using relations based on category center between different
categories (inter-category relations).

To better show the effect of our CSKD, we extract feature representations of
the last layer in student ResNet18 0.25 and visualize them as shown in Figure
4. A random batch of validation set in Tiny ImageNet is used and therefore,
there are only four random classes for a clear comparison. It is observed that
CSKD group samples from the same category tighter than all other methods
(e.g., the green clusters in Figure 4) and each cluster in CSKD has a relatively
clear boundary to other clusters.

5 Conclusion

In this paper, we find that relation transfer for knowledge distillation can be
further explored at a category level. For classification tasks, the concept of cate-
gory can be easily defined by labels. So we construct intra-category structure and
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inter-category structure based on labels to transfer principal relational knowl-
edge in a sparse but powerful way. Intra-category structure preserves the struc-
tured relations in samples from the same category, while inter-category structure
reflects the cross-category relations at a category level.

Our CSKD is implemented in a mini-batch, which may be a limitation when
the number of categories is close to batch size. In this case, our category struc-
ture may degrade to the cross-sample correlation that transfers relations between
any two samples. We set batch size equal to or larger than the number of classes
to ensure that our CSKD takes effect in our experiments. And for the sake of
fair comparisons, we set the batch sizes of all other methods to the same as
our CSKD. An alternative to address this issue is to construct a better sampler
for training and we will explore this problem in future. Another issue worth ex-
ploring is that our CSKD naturally fits the setting of multi-label classification
tasks because of the existence of more complex and strong cross-category rela-
tions in multi-label classification datasets. Implementing CSKD in multi-label
classification tasks may get more convincing improvement.
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