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A Appendix

Here we discuss the influence of project factor γ and iteration T , we consider 12
models to do these experiments:

– NT: Inc-v3 [4], Inc-v4 [3], IncRes-v2 [3], Res-152 [1] and Dense-161 [2].
– EAT [5]: Inc-v3adv, Inc-v3ens3, Inc-v3ens4 and IncResens.
– FD [6]: ResNeXtDA, Res152B and Res152D.

Then we report the results for different project factor γ settings in Sec. A.1 and
the influence of different iterations T in Sec. A.2.

A.1 Selection of project factor γ

In this section, we show the results of difference project factor γ settings. For the
following tables, the amplification factor β and project kernel Wp are fixed to
the same settings mentioned in our paper. As shown in Tab. 1,2,3,4,5,6, setting
the project factor γ to ε/T · β is the best choice in most cases. Besides, it is
better not to use large project factor for attack methods with input diversity
strategy, and if we use Res152B as our substitute model to attack against feature
denoising models, setting γ to 1.0 is better.

A.2 The number of iteration T

In this section, we discuss the influence of different iteration T . Here step size
is set to ε/T , amplification factor β is set to T , and project factor γ is set to
ε/T · β. From the results of Tab. 7,8,9, we observe that when the iteration T
exceeds 10, further increasing it will not bring significant improvement. Besides,
the computational cost is proportional to T . Since our PI-FGSM is based on
FGSM, we want to highlight “fast”. Therefore we do not consider a bigger T
and just set T to 10 in our paper.
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Table 1. The average success rate(%) of non-targeted attacks in different project factor
γ settings. Here we use Inc-v3 to generate adversarial examples by PI-FGSM.

Inc-v3 γ Inc-v4 Res-152 IncRes-v2 Dense-161 Inc-v3adv Inc-v3ens3 Inc-v3ens4 IncResens Avg

PI-FGSM

1.0 39.2 28.7 33.8 36.5 24.2 13.7 12.8 7.1 24.5
2.0 42.1 29.6 37.9 38.2 25.2 13.5 14.0 8.4 26.1
3.0 42.1 28.2 35.2 38.9 25.0 16.0 14.2 8.0 26.0
4.0 42.8 29.9 39.7 40.8 24.9 15.6 14.8 9.0 27.2
5.0 46.1 31.3 40.3 42.7 26.1 16.4 17.0 8.1 28.5
6.0 48.4 31.8 40.9 44.4 27.1 18.1 16.7 9.8 29.7
7.0 50.9 34.7 44.0 45.5 26.5 18.8 17.9 10.0 31.0
8.0 53.1 36.2 45.5 46.6 28.5 20.2 19.7 11.7 32.7
9.0 52.8 35.3 45.3 49.8 28.7 21.6 21.7 13.3 33.6
10.0 53.2 36.9 48.8 52.5 28.5 22.1 23.3 14.8 35.0
11.0 55.8 39.9 49.6 53.4 30.0 26.7 27.2 17.0 37.5
12.0 55.7 40.9 50.8 55.3 29.8 28.1 29.7 18.7 38.6
13.0 57.4 41.7 50.3 55.6 32.1 31.2 31.5 22.7 40.3
14.0 57.8 44.7 51.4 58.3 35.3 34.1 35.0 25.8 42.8
15.0 58.5 44.3 52.3 59.2 38.6 37.1 36.8 26.9 44.2
16.0 59.8 46.9 52.7 60.2 40.7 40.2 39.7 29.6 46.2

Table 2. The average success rate(%) of non-targeted attacks in different project factor
γ settings. Here we use Inc-v3 to generate adversarial examples by DPI-FGSM.

Inc-v3 γ Inc-v4 Res-152 IncRes-v2 Dense-161 Inc-v3adv Inc-v3ens3 Inc-v3ens4 IncResens

DPI-FGSM

1.0 72.9 48.6 64.0 49.5 24.7 15.5 14.4 8.4
2.0 73.0 50.4 65.2 54.7 26.2 15.4 15.6 8.6
3.0 73.2 50.9 66.6 60.6 26.4 16.7 17.7 9.1
4.0 70.1 49.0 62.1 60.3 25.9 17.5 15.8 9.1
5.0 66.0 48.7 59.4 61.1 27.8 17.3 19.1 10.6
6.0 62.7 47.9 54.7 61.6 27.7 18.0 19.9 9.5
7.0 61.8 46.0 52.0 61.8 28.8 20.8 20.4 11.4
8.0 58.2 45.5 47.8 59.2 30.4 21.8 23.8 12.0
9.0 55.2 43.7 47.8 58.7 29.9 23.2 23.4 13.0
10.0 53.9 44.6 46.2 59.1 31.1 26.0 26.4 16.5
11.0 53.8 44.3 44.6 57.6 31.2 26.9 29.7 17.9
12.0 55.2 42.5 45.3 58.7 33.3 30.4 32.7 19.0
13.0 52.2 43.5 43.5 58.1 34.8 33.4 34.6 22.9
14.0 55.3 41.7 40.8 59.0 37.0 35.0 35.9 26.4
15.0 52.1 40.9 41.1 56.8 40.8 39.8 40.1 28.6
16.0 51.9 43.5 41.5 57.9 42.3 40.9 41.6 31.2
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Table 3. The average success rate(%) of non-targeted attacks in different project factor
γ settings. Here we use Inc-v3 to generate adversarial examples by MPI-FGSM.

Inc-v3 γ Inc-v4 Res-152 IncRes-v2 Dense-161 Avg

MPI-FGSM

1.0 56.2 41.2 54.5 46.1 49.5
2.0 57.2 40.2 54.9 48.0 50.1
3.0 57.6 41.2 57.0 46.0 50.5
4.0 57.5 42.1 57.7 46.8 51.0
5.0 58.8 42.0 56.2 47.2 51.1
6.0 58.7 41.9 57.4 47.5 51.4
7.0 57.7 43.5 57.2 48.4 51.7
8.0 59.1 42.4 56.3 50.8 52.2
9.0 58.7 42.4 56.3 48.6 51.5
10.0 60.1 43.3 57.9 49.1 52.6
11.0 60.1 43.4 59.5 51.9 53.7
12.0 62.6 44.4 59.5 52.6 54.8
13.0 62.6 45.3 59.7 55.7 55.8
14.0 64.0 47.7 60.9 57.7 57.6
15.0 64.1 48.1 60.4 59.0 57.9
16.0 64.1 50.2 59.4 60.4 58.5

Table 4. The average success rate(%) of non-targeted attacks in different project factor
γ settings. Here we use Inc-v3 to generate adversarial examples by TPI-FGSM.

Inc-v3 γ Inc-v3adv Inc-v3ens3 Inc-v3ens4 IncResens Avg

TPI-FGSM

1.0 32.8 29.7 31.0 20.9 28.6
2.0 32.0 31.2 31.6 22.2 29.3
3.0 34.0 31.4 32.2 23.0 30.2
4.0 34.0 32.7 34.0 22.6 30.8
5.0 34.9 34.3 34.7 23.4 31.8
6.0 35.3 34.7 33.6 23.1 31.7
7.0 35.8 35.8 36.1 24.4 33.0
8.0 37.9 36.4 37.5 25.9 34.4
9.0 36.4 37.0 38.3 26.5 34.6
10.0 38.6 38.0 38.2 26.6 35.4
11.0 38.0 40.9 40.3 27.1 36.6
12.0 40.4 41.6 40.2 28.9 37.8
13.0 41.8 42.8 43.3 29.7 39.4
14.0 43.8 44.0 44.7 32.9 41.4
15.0 46.6 46.6 47.0 34.8 43.8
16.0 50.2 48.8 50.8 35.2 46.3
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Table 5. The average success rate(%) of non-targeted attacks in different project factor
γ settings. Here we use Inc-v3 to generate adversarial examples by DMPI-FGSM.

Inc-v3 γ Inc-v4 Res-152 IncRes-v2 Dense-161 Avg

DMPI-FGSM

1.0 81.2 61.8 76.0 61.1 70.0
2.0 81.7 64.5 77.3 63.6 71.8
3.0 81.9 65.1 77.3 66.0 72.6
4.0 79.7 63.1 75.7 67.9 71.6
5.0 76.3 60.6 71.7 66.0 68.7
6.0 74.4 56.6 69.1 67.1 66.8
7.0 69.5 55.6 64.0 63.6 63.2
8.0 66.1 52.9 59.1 65.4 60.9
9.0 63.6 51.0 58.4 64.0 59.3
10.0 62.2 51.1 56.1 63.5 58.2
11.0 63.6 52.0 56.7 64.0 59.1
12.0 61.8 49.4 56.0 64.7 58.0
13.0 62.9 50.1 55.6 64.8 58.4
14.0 62.2 50.5 54.1 63.4 57.6
15.0 60.4 49.5 53.9 62.6 56.6
16.0 61.4 49.7 54.7 63.8 57.4

Table 6. The average success rate(%) of non-targeted attacks in different project
factor γ settings. Here we use Res152B (“*” indicates white-box attacks) to generate
adversarial examples by PI-FGSM.

Res152B γ ResNeXtDA Res152B Res152D Avg

PI-FGSM

1.0 62.0 88.6* 61.5 70.7
2.0 62.1 88.2* 61.6 70.6
3.0 61.8 87.7* 62.0 70.5
4.0 61.5 87.1* 61.6 70.0
5.0 60.0 85.4* 58.8 68.1
6.0 56.8 84.0* 56.0 65.6
7.0 55.0 82.1* 53.4 63.5
8.0 53.4 80.7* 50.8 61.6
9.0 51.9 79.6* 49.0 60.2
10.0 50.9 78.7* 48.8 59.5
11.0 51.3 78.2* 48.6 59.4
12.0 50.8 78.0* 48.2 59.0
13.0 50.2 77.8* 48.0 58.7
14.0 50.3 77.8* 47.7 58.6
15.0 50.2 77.7* 47.7 58.5
16.0 50.2 77.7* 47.7 58.5
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Table 7. The average success rate(%) of non-targeted attacks in different iteration T
against NT. Here we use Inc-v3 to generate adversarial examples by PI-FGSM.

Inc-v3 iteration T Inc-v4 Res-152 IncRes-v2 Dense-161 Avg

PI-FGSM

5 60.9 46.3 54.8 58.9 55.2
10 59.8 46.9 52.7 60.2 54.9
15 57.3 46.3 51.2 60.1 53.7
20 57.6 46.6 50.8 60.6 53.9
25 58.1 47.2 49.7 61.3 54.1
30 58.6 46.0 50.0 60.7 53.8

Table 8. The average success rate(%) of non-targeted attacks in different iteration T
against EAT. Here we use Inc-v3 to generate adversarial examples by PI-FGSM.

Inc-v3 iteration T Inc-v3adv Inc-v3ens3 Inc-v3ens4 IncResens Avg

PI-FGSM

5 39.4 33.6 33.8 24.7 23.0
10 40.7 40.2 39.7 29.6 27.4
15 40.8 39.7 40.0 29.0 27.2
20 40.5 40.6 41.3 30.1 28.0
25 39.9 41.3 41.5 29.9 28.2
30 40.1 41.1 40.6 31.4 28.3

Table 9. The average success rate(%) of non-targeted attacks in different iteration
T against FD. Here we use Res152B (“*” indicates white-box attacks) to generate
adversarial examples by PI-FGSM.

Res152B iteration T ResNeXtDA Res152B Res152D Avg

PI-FGSM

5 60.0 86.8* 60.2 69.0
10 61.8 88.6* 61.5 70.6
15 62.6 89.3* 61.7 71.2
20 62.9 89.5* 61.9 71.5
25 62.8 89.5* 62.1 71.5
30 62.8 89.8* 61.5 71.4
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