
Supplementary Materials for “Feature Pyramid
Transformer”

These materials include the details of the effectiveness of Feud (Section A),
an additional study on hyperparameters (Section B), FPT complexity analysis
(Section C), more quantitative result comparisons (Section D), and more quali-
tative results (Section E).

A Effectiveness of Feud

In Section 3.3 of the main paper, we propose to use the negative value of eu-
clidean distance Feud [1] (instead of the conventional Fsim [2]) as the similarity
function in Grounding Transformer (GT). In this section, we show the effec-
tiveness of Feud. In details, the Mixture of Softmaxes (MoS) [3] is deployed as
the normalizing function, and the number of the divided parts N is set to 4.
Table S1 shows that Feud surpasses the classic softmax -based Fsim in both cases
of GT (with and without MoS). In particular, Feud with MoS achieves the best
performance. There are at most 3.1% box AP and 3.3% mask AP improvements
for object detection and instance segmentation, respectively.

Methods AP AP50 AP75 APS APM APL

BFP [4] 31.6 29.9 54.1 50.7 35.9 34.7 16.1 14.2 32.5 31.6 48.8 48.5

+ Fsim [2] 32.2 30.5 54.2 50.9 35.6 34.5 16.3 14.5 32.1 31.2 49.0 48.6

+ Feud [1] 33.7 32.1 54.5 52.1 36.0 34.9 16.9 15.6 33.0 31.8 49.4 48.7

+ Fsim [2] + MoS [3] 32.6 31.1 54.3 51.2 35.8 34.8 16.4 15.3 32.6 31.5 49.1 48.5

+ Feud [1] + MoS [3] 34.7 33.2 55.4 53.2 37.0 36.1 17.8 16.2 33.9 32.0 50.3 49.1

Table S1. Comparing Feud with Fsim on validation set of MS-COCO 2017 [5]. The
backbone is ResNet-50 [6]. “BFP” is the bottom-up feature pyramid (BFP) [4]. Results
on the left and right of the dashed are respectively from bounding box detection and
instance segmentation.

B Hyperparameters

B.1 N in ST

In Section 3.2, we use MoS [3] as the normalizing function. In this section, we
investigate the influence of N (in MoS) on Self-Transformer (ST). In particular,
no MoS [3] means N=1, i.e., the classical softmax [7]. In Table S2, we can see
that N=2 brings the best performance in all cases.
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N AP AP50 AP75 APS APM APL

BFP [4] 31.6 29.9 54.1 50.7 35.9 34.7 16.1 14.2 32.5 31.6 48.8 48.5

1 (w/o MoS [3]) 31.7 30.0 54.3 50.5 36.0 34.9 16.3 14.3 32.6 31.9 48.5 48.4

2 31.8 30.2 54.6 51.1 36.5 35.1 16.8 14.6 33.2 32.0 49.8 49.3

4 31.1 29.3 54.0 50.5 35.9 34.6 16.4 14.1 32.8 31.4 49.1 48.3

6 30.6 28.7 53.6 49.7 35.7 34.0 16.1 13.7 32.2 30.9 48.8 48.0

8 30.0 28.1 53.1 49.5 35.3 33.7 15.9 13.3 31.8 30.5 48.2 47.5

Table S2. The influence of N on ST. Experiments are carried out on validation set of
MS-COCO 2017 [5]. The backbone is ResNet-50 [6]. “BFP” is the bottom-up feature
pyramid (BFP) [4]. “w/o MoS” means that these results are obtained without MoS [3].
Results on the left and right of the dashed are of bounding box detection and instance
segmentation.

N AP AP50 AP75 APS APM APL

BFP [4] 31.6 29.9 54.1 50.7 35.9 34.7 16.1 14.2 32.5 31.6 48.8 48.5

1 (w/o MoS [3]) 33.7 32.1 54.5 52.1 36.0 34.9 16.9 15.6 33.0 31.8 49.4 48.6

2 34.3 32.7 55.1 52.8 36.5 35.4 17.3 15.9 33.5 31.6 49.9 48.8

4 34.7 33.2 55.4 53.2 37.0 36.1 17.8 16.2 33.9 32.0 50.3 49.1

6 33.4 32.9 54.3 52.7 36.4 35.6 17.3 15.7 33.5 31.5 50.0 48.7

8 32.5 32.3 53.3 52.0 35.9 35.0 17.0 15.2 32.9 30.7 49.5 48.4

Table S3. The influence of N on GT. Experiments are carried out on validation set of
MS-COCO 2017 [5]. The backbone is ResNet-50 [6]. “BFP” is the bottom-up feature
pyramid (BFP) [4]. “w/o MoS” means that these results are obtained without MoS [3].
Results on the left and right of the dashed are of bounding box detection and instance
segmentation.

B.2 N in GT

In this section, we investigate the influence of N (in MoS) on GT. As shown in
Table S3, we can see that using N=4 achieves the best performance for both
object detection and instance segmentation.

B.3 square size in LGT

In Section 3.3, we introduce LGT for semantic segmentation. In this section,
we investigate the influence of the side length square size (of local square area)
on LGT. We use MoS [3] with N=4 as the normalizing function. We report the
standard mean Intersection of Union (mIoU) on the training set (i.e., Tra.mIoU)
as well as the validation set (i.e., Val.mIoU) of Cityscapes [8], in Table S4. We
can see that LGT with square size=5 achieves the best performance.

B.4 DropBlock in Instance-level Tasks

In Section 3.5, we apply the DropBlock [10] to each transformed feature map, to
alleviate the over-fitting problem. In this section, we investigate the influence of
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square size Method Tra.mIoU (%) Val.mIoU (%)

- backbone + UFP 86.0 79.1

1 backbone + UFP + LGT 86.1 79.5

3 backbone + UFP + LGT 86.2 79.9

5 backbone + UFP + LGT 86.3 80.0

7 backbone + UFP + LGT 86.1 79.8

9 backbone + UFP + LGT 85.8 79.6

Table S4. The influence of square size of LGT on the pixel-level semantic segmentation
task. The backbone is the dilated ResNet-101 [9]. Experiments are carried out on
training set and the validation set of Cityscapes [8]. “UFP” is the unscathed feature
pyramid.

Settings block size=1 block size=3 block size=5 block size=7

keep prob=0.1 30.7 29.7 31.4 30.7 31.9 30.1 30.0 29.8

keep prob=0.3 32.1 30.9 32.9 31.6 33.2 31.1 31.8 30.8

keep prob=0.5 33.2 31.0 34.2 33.5 35.5 34.7 33.7 33.4

keep prob=0.7 33.8 32.4 35.6 34.9 36.1 35.7 35.8 34.6

keep prob=0.9 34.2 33.8 36.6 35.1 38.0 36.8 36.6 35.3

Table S5. The influence of block size and keep prob of DropBlock [10] on the instance-
level tasks (i.e., object detection and instance segmentation). The backbone is ResNet-
50 [6]. Results on the left and right of the dashed are AP of bounding box detection
and mask AP of instance segmentation.

two hyper-parameters (i.e., the drop block size block size and the keep probabil-
ity keep prob of each feature position) of DropBlock [10] on instance-level tasks
(i.e., object detection and instance segmentation). The MoS [3] is applied in GT
with its N=4, and in ST with its N=2. In Table S5, we find that block size=5
and keep prob=0.9 result the best performance.

B.5 DropBlock in Pixel-level Task

In this section, we investigate the influence of two hyper-parameters (i.e., the
drop block size block size and the keep probability keep prob of each feature po-
sition) of DropBlock [10] on the pixel-level semantic segmentation. The MoS [3]
is applied in GT with its N=4, and in ST with its N=2. The square size of LGT
is set to 5. We report mIoU on the validation set (i.e., Val.mIoU) of Cityscapes [8]
in Table S6. We find that using block size=3 and keep prob=0.9 achieves the
best performance.

C FPT Complexity

In Section 4.1.1, we report the model efficiency. In this section, we supplement
the details of model Parameters (Params) and FLOPs using Mask R-CNN [11]
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Settings block size =1 block size =3 block size =5 block size =7

keep prob =0.1 80.8 81.0 80.8 80.4

keep prob =0.3 81.0 81.1 81.0 80.7

keep prob =0.5 81.2 81.4 81.2 80.9

keep prob =0.7 81.4 81.6 81.3 81.1

keep prob =0.9 81.3 81.7 81.5 81.4

Table S6. The inuence of block size and keep prob of DropBlock [10] on the pixel-
level semantic segmentation. The backbone is the dilated ResNet-101 [9]. Experiments
are carried out on validation set of Cityscapes [8]. Results in this table refer to the
mIoU on the validation set ( i .e., Val.mIoU).

Methods AP AP 50 AP 75 AP S AP M AP L Params FLOPs

BFP [4] 29.9 50.7 34.7 14.2 31.6 48.5 1 � 1 �

+ non-local [7] 30.8 ( " 0.9 ) 52.4 ( " 1.7 ) 35.5 ( " 0.8 ) 15.2 ( " 1.0 ) 32.5 ( " 0.9 ) 49.5 ( " 1.0 ) 1 : 24 � 1 : 24 �

+ ST 30.6 ( " 0.7 ) 51.4 ( " 0.7 ) 35.5 ( " 0.8 ) 15.1 ( " 0.9 ) 32.1 ( " 0.5 ) 49.7 ( " 1.2 ) 1 : 59 � 1 : 44 �

+ GT 33.9 ( " 4.0 ) 52.4 ( " 1.7 ) 37.7 ( " 3.0 ) 16.9 ( " 2.7 ) 33.3 ( " 1.7 ) 51.7 ( " 3.2 ) 1 : 85 � 1 : 54 �

+ RT 33.1 ( " 3.2 ) 52.0 ( " 1.3 ) 37.7 ( " 3.0 ) 15.3 ( " 1.1 ) 34.9 ( " 3.3 ) 52.1 ( " 3.6 ) 1 : 15 � 1 : 09 �

+ FPT 36.8 ( " 6.9 ) 55.9 ( " 5.2 ) 38.6 ( " 3.9 ) 18.8 ( " 4.6 ) 35.3 ( " 3.7 ) 54.2 ( " 5.7 ) 2 : 54 � 2 : 01 �

Table S7. Model complexity analysis on validation set of MS-COCO 2017 [5] for
instance segmentation. The backbone is ResNet-50 [6]. \BFP" is the bottom-up feature
pyramid (BFP) [4].

head. In Table S7, we compare our FPT and its components (i.e., ST, GR,
and RT) to the non-local operation on the validation set of MS-COCO 2017 for
instance segmentation [5]. The implementation detail of the non-local operation
is the same as that in [7].

From Table S7, we can �nd that for the non-local operation the average
increases of the model Params and FLOPs required by AP at per improved
point are 0:27� and 0:27� , respectively. In contrast, the average increases in
our FPT are lower (better) as 0:21� and 0:15� , respectively.

D More Quantitative Result Comparisons

D.1 Results on Stronger Backbones

In addition to ResNet [6], we also employ the Non-local ResNet [7], the Global
Context Network (GC-ResNet) [12], and the Attention Augmented Network
(AA-ResNet) [13] as backbone networks in the instance-level recognition. In
this section, we report more quantitative results on these backbones in Table S8.

In Table S8, we can observe that BFP+FPT still achieves the better perfor-
mance than BFP+FPN, BFP+BPA and BFP+BFI on the stronger backbone
networks (i.e., NL-, GC-, and AA-ResNet). In particular, BFP+FPT achieves up
to 40.8% bounding box AP (and 38.7% mask AP), while BFP+FPN, BFP+BPA
and BFP+BFI can achieve 37.9% bounding box AP (and 36.8% mask AP),
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Methods Backbone AP AP 50 AP 75 AP S AP M AP L

BFP+FPN [4] NL-ResNet 37.2 36.4 60.1 59.2 40.0 38.5 19.0 16.7 37.8 37.1 51.1 49.9

BFP+BPA [14] NL-ResNet 38.5 37.6 60.9 59.5 41.6 39.2 20.5 18.1 39.5 38.7 51.9 51.0

BFP+BFI [15] NL-ResNet 38.9 37.8 61.2 59.7 41.5 39.5 20.2 18.6 39.7 38.9 51.5 50.5

BFP+FPT NL-ResNet 40.1 38.0 62.9 60.7 42.0 40.6 21.4 19.1 40.8 39.9 53.0 51.8

BFP+FPN [4] GC-ResNet 37.7 36.8 60.4 59.5 40.1 38.8 19.2 17.2 38.5 37.5 51.3 50.5

BFP+BPA [14] GC-ResNet 38.8 37.4 61.2 59.8 41.9 40.3 20.8 18.5 39.7 38.9 52.2 51.5

BFP+BFI [15] GC-ResNet 39.0 37.7 62.0 60.2 42.3 40.7 21.1 18.9 40.2 39.1 52.0 51.8

BFP+FPT GC-ResNet 40.4 38.5 63.3 61.0 43.5 41.9 22.6 19.7 41.1 40.5 53.4 52.3

BFP+FPN [4] AA-ResNet 37.9 36.7 60.7 59.6 40.3 38.4 19.6 17.5 38.6 37.3 51.8 50.1

BFP+BPA [14] AA-ResNet 38.5 37.5 61.7 59.3 41.8 40.1 20.4 18.2 39.8 38.5 52.7 51.7

BFP+BFI [15] AA-ResNet 38.9 37.9 62.1 60.1 42.3 40.7 21.0 18.5 39.5 38.9 52.2 51.3

BFP+FPT AA-ResNet 40.8 38.7 63.8 61.3 43.7 41.5 22.7 19.4 41.5 40.8 53.3 52.0

Table S8. Combining FPN/BPA/BFI and NL-ResNet/GC-ResNet/AA-ResNet on
validation set of MS-COCO 2017 [5]. The base is ResNet-50. Results on the left and
right of the dashed are respectively from bounding box detection and instance segmen-
tation.

Methods Backbone AP AP 50 AP 75 AP S AP M AP L Params

BFP+ FPT ResNet-50 38.0 36.8 57.1 55.9 38.9 38.6 20.5 18.8 38.1 35.3 55.7 54.2 88.2 M

BFP+ FPN [4] ResNet-101 36.2 35.7 59.1 58.0 39.0 37.8 18.2 15.5 39.0 38.1 52.4 49.2 88.0 M

BFP+ BPA [14] ResNet-101 37.3 36.3 60.4 58.7 39.9 38.3 18.9 16.3 39.7 39.0 53.0 50.5 88.4 M

BFP [4] ResNet-152 35.8 34.6 55.7 53.8 37.8 35.6 15.3 14.3 35.2 33.2 51.5 45.8 89.3 M

BFP+ FPN [4] ResNet-152 38.3 37.1 60.2 58.5 39.7 38.0 19.0 16.1 39.6 38.9 53.0 50.1 91.2 M

Table S9. Result comparisons on di�erent backbones. Experiments are carried out
on validation set of MS-COCO 2017 [5]. \BFP" is the bottom-up feature pyramid
(BFP) [4]. Results on the left and right of the dashed are of bounding box detection
and instance segmentation.

38.8% bounding box AP (and 37.6% mask AP), and 39.0% bounding box AP
(and 37.9% mask AP), respectively.

D.2 Results on Deeper Backbones

In this section, we report more result comparisons on the deeper backbone net-
work (i.e., ResNet-152) in Table S9. We can observe that BFP + FPT on
ResNet-50 achieves 38.0%/36.8% AP, which surpasses BFP + FPN [4] and
BFP + BPA [14] ( i.e., 36.2%/35.7% AP and 37.3% /36.3% AP) onResNet-
101 under the similar number of parameters (88 M). Compared to results on
ResNet-152 , FPT can still surpass BFP (35.8%/34.6% AP) with fewer param-
eters. Although BFP+FPN on ResNet-152 can slightly outperform FPT on
ResNet-50 , it has more parameters.
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E More Qualitative Results

This section supplements to the visualization results given in Section 4.1.1 and
Section 4.2.2 (of the main paper). The results of object detection, instance seg-
mentation and semantic segmentation are visualized respectively in Fig. S1,
Fig. S2 and Fig. S4. The samples for object detection and instance segmen-
tation are from the test set of MS-COCO 2017 [5]. As we can see in Fig. S1 and
Fig. S2 that most of our predictions are of high quality, e.g., small objects such
as persons and sheep in the distance are correctly detected. The samples for
semantic segmentation are from the validation set of PSACAL VOC2012 [16].
The demonstration in Fig. S4 validates that FPT achieves precise segmentation
of the thinner objects, e.g., the biker's foot, the cat's tail, the man in the dis-
tance and the woman's arm. Moreover, FPT enhances the segmentation quality
of larger objects,e.g., the sofa, the bottle, and the dining-table.

In Fig. S3, we additionally present the failure examples for object detection
and instance segmentation. One possible reason for these failure results is that
the background of these objects is not annotated in the ground truth, for example
there is no category information for \mirror" and \painting" in the MS-COCO
2017 [5] dataset. Hence, objects in these backgrounds can easily be recognized
as the real ones,e.g., the cat in the painting, the bike on the wall, and the man
in the mirror.
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Fig. S1. More object detection results. Samples are from test set of MS-COCO
2017 [5].
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