1 Training curve comparison

In this experiment, we use the pre-trained weights on ShapeNet dataset and initialize the DGCNN classifier [6] with those weights. We compare the results with randomly initialized weights by showing the test accuracy training curve in Figure 1.

Figure 1 shows how having pre-trained weights using our method helps in fast training of the classifier. We achieve 91% accuracy within 3 epochs whereas it takes about 32 epochs for random initialize weights.

![Training curve comparison](image)

Fig. 1: Test accuracy curve using pre-trained weights and random weights.

2 Transfer learning results on unaligned datasets

This experiment is similar to the one mentioned in the paper but instead we use unaligned datasets. The results are shown in Table 1. It can be seen that our model again outperforms autoencoder baseline models. This reinforces the idea that our method learns embeddings that are less rotation sensitive.
Table 1: Transfer Learning Results on Rotated Datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>ModelNet10 (Acc.)</th>
<th>ModelNet40 (Acc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latent-GAN [1]</td>
<td>66.7</td>
<td>50.4</td>
</tr>
<tr>
<td>AtlasNet [2]</td>
<td>61.3</td>
<td>45.9</td>
</tr>
<tr>
<td>FoldingNet [8]</td>
<td>68.0</td>
<td>48.8</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>84.2</strong></td>
<td><strong>73.6</strong></td>
</tr>
</tbody>
</table>

3 Training progress for unaligned shapes

We conduct the rotation invariant experiment as mentioned in the paper on ModelNet40. Figure 2, provides an illustration to show how clustering evolves during training. We take different checkpoints of the model and do a t-SNE pot with the same experimental setup mentioned above. It can be seen from the figure that as training progresses objects get clustered as expected.

![t-SNE visualization of training process.](image)

Fig. 2: t-SNE visualization of training process. Figure illustrating how 3D shapes and their random poses get clustered as training proceeds

4 ModelNet10 Transfer learning accuracy on aligned dataset

In this experiment we compare with other methods on ModelNet10 dataset. The experiment result are shown in Table 2. As it can be seen, our method performs better than all methods except Latent-GAN [1]. As pointed out by works such as [8], it is not clear how the pointcloud was sampled from [1], and hence making a comparison with that work is inconclusive.

5 Architectures of model and baseline

We use the PointNet [4] architecture and the DGCNN architecture [6] as our encoder. The PointNet architecture is as follows: ConvBlock (3, 64) → ConvBlock(64, 64) → ConvBlock (64, 64) → ConvBlock (64, 128) → ConvBlock(128, 1024)
<table>
<thead>
<tr>
<th>Method</th>
<th>ModelNet10 (Acc.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latent-GAN [1]</td>
<td>95.30</td>
</tr>
<tr>
<td>3D-GAN [7]</td>
<td>91.00</td>
</tr>
<tr>
<td>FoldingNet [8]</td>
<td>94.40</td>
</tr>
<tr>
<td>Recon. PC (PointNet) [5]</td>
<td>91.61</td>
</tr>
<tr>
<td>Recon. PC (DGCNN) [5]</td>
<td>94.52</td>
</tr>
<tr>
<td>ours (PointNet)</td>
<td>93.08</td>
</tr>
<tr>
<td>ours (DGCNN)</td>
<td>94.64</td>
</tr>
</tbody>
</table>

Table 2: **Transfer Learning Results on Aligned ModelNet10 Datasets.**

→ MaxPool → FCBlock(1024, 1024) → Linear(1024, 1024). Where ConvBlock stands for 1D convolution followed by BatchNorm [3] and ReLU activation. FC block stands for linear layer followed by BatchNorm and ReLU activation.

The DGCNN encoder is as follows: Conv2DBlock(6, 64) → Conv2DBlock(128, 64) → Conv2DBlock(128, 128) → Conv2DBlock(256, 256) → ConvBlock(512, 1024) → MaxPool → FCBlock(1024, 1024) → Linear(1024, 1024). As in [6], we use the neighborhood information. Here Conv2DBlock stands for 2D convolution followed by BatchNorm2D and ReLU activation.

As mentioned earlier we use the same PointNet encoder as our model for all the baselines. In the case of the decoder, we try to replicate the architecture from the paper or from the github repository if provided. We reconstruct the shapes for all the baselines using Chamfer Loss. The latent vector size used for all experiments is 1024.

In the case of Latent-GAN, we use the model as mentioned in their SVM experiments. As we are not creating generative models, we do not train a GAN on top of the autoencoder and just use the autoencoder for representation learning. The decoder consists of three layers: FCBlock (1024, 1024) → FCBlock(1024, 2048) → FCBlock (2048, 2048 * 3). FCBlock stands for linear layer followed by BatchNorm and ReLU activation.

For experiments involving AtlasNet, we use the 25 patches model. We take the decoder code from https://github.com/ThibaultGROUEIX/AtlasNet and integrate it with our training settings. For each patch a MLP block is used. Each MLP block consists of ConvBlock(1024 + 2, 1026) → ConvBlock(1026, 513) → ConvBlock(513, 256) → ConvBlock(513, 3). Where ConvBlock stands for 1D convolution followed by BatchNorm and ReLU activation.

Finally, for FoldingNet experiments we implement the model as mentioned in the paper. The code from http://www.merl.com/research/license#FoldingNet, inspired our implementation. We used the settings of regular 2D grid as mentioned in the paper. The decoder consists of 2 folding layers. The first folding operation consist of ConvBlock (1024 + 2, 512) → ConvBlock(512, 512) → ConvBlock (512, 3). The second folding operation consists of ConvBlock (1024 + 3, 512) → ConvBlock(512, 512) → ConvBlock (512, 3). Where ConvBlock stands for 1D convolution followed by BatchNorm and ReLU activation.
6 Shape retrieval

We show more results for shape retrieval on ABC dataset and a model trained on ModelNet40 dataset. The ABC retrieval results are shown in Figure 3. The results show many duplicate retrievals for some objects. This indicates a lot of objects in ABC dataset are similar. We also compare our method with other autoencoder baselines on the ModelNet40 dataset. The baselines we use are as above. The results are shown in Figure 4 and Figure 5. We also show some failure cases for our model in Figure 6.
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Fig. 3: **Shape Retrieval.** First object in the row represents the query object and next five object are the retrieved objects from the ABC dataset.
Fig. 4: **Shape Retrieval.** First object in the row represents the query object and next five object are the retrieved objects on ModelNet40 dataset.
Fig. 5: **Shape Retrieval.** First object in the row represents the query object and next five object are the retrieved objects on ModelNet40 dataset.
Fig. 6: **Failure Retrieval.** All the three rows use our model where first object in the row represents the query object and next five object are the retrieved objects on ModelNet40 dataset.