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Abstract. Deep learning models have been successful in computer vi-
sion and medical image analysis. However, training these models fre-
quently requires large labeled image sets whose creation is often very
time and labor intensive, for example, in the context of 3D segmenta-
tions. Approaches capable of training deep segmentation networks with
a limited number of labeled samples are therefore highly desirable. Data
augmentation or semi-supervised approaches are commonly used to cope
with limited labeled training data. However, the augmentation strategies
for many existing approaches are either hand-engineered or require com-
putationally demanding searches. To that end, we explore an augmenta-
tion strategy which builds statistical deformation models from unlabeled
data via principal component analysis and uses the resulting statistical
deformation space to augment the labeled training samples. Specifically,
we obtain transformations via deep registration models. This allows for
an intuitive control over plausible deformation magnitudes via the sta-
tistical model and, if combined with an appropriate deformation model,
yields spatially regular transformations. To optimally augment a dataset
we use an adversarial strategy integrated into our statistical deformation
model. We demonstrate the effectiveness of our approach for the segmen-
tation of knee cartilage from 3D magnetic resonance images. We show
favorable performance to state-of-the-art augmentation approaches.
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Image segmentation is an important task in computer vision and medical
image analysis, for example, to localize objects of interest or to plan treatments
and surgeries. Deep neural networks (DNNs) achieve state-of-the art segmenta-
tion performance in these domains [20, 19, 44]. However, training DNNs typically
relies on large datasets with labeled structures of interest. In many cases, and
for medical segmentation problems in particular, labeled training data is scarce,
as obtaining manual segmentations is costly and requires expertise [35]. To al-
low for training of well-performing DNNs from a limited number of segmenta-
tions, various data augmentation strategies have been proposed [24]. Augmenta-
tion strategies range from pre-defined random transformations [23,25,1,27] to
learning-based approaches [15,42,14]. Random transformations usually include
intensity changes such as contrast enhancement, brightness adjustments, as well
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as random deformations, e.g., affine transformations. These methods are often
difficult to tune as they do not directly estimate image variations observable
in real data [10,43,24]. Generative Adversarial Networks (GANs) [12] are also
widely used to generate data augmentations [5,18,33]. However, the proposed
methods do not explicitly model deformation spaces and hence only have indirect
control over augmentation realism.

In fact, existing learning-based data augmentation techniques are generally
not based on statistical deformation models as correspondences between random
natural image pairs might not be meaningful. However, if such deformations can
be established, as is frequently the case for medical images of the same anatomy
within or across patients, they may be used to create plausible deformations
for data augmentation [43, 18]. While statistical deformation models have a long
history in computer vision [8,7] and medical image analysis [28,34] they have
not been well explored in the context of data augmentation.

Our proposed data augmentation method (AdvEigAug) uses learned deforma-
tion statistics as a sensible constraint within an adversarial data augmentation
setting. Specifically, we make the following contributions:

1) We explicitly model the deformation distribution via principal component
analysis (PCA) to guide data augmentation. This allows us to estimate rea-
sonable deformation ranges for augmentation.

2) We propose to efficiently estimate this PCA deformation space via deep
image registration models. We explore PCA models on displacement and
momentum fields, where the momentum fields assure spatial regularity via
the integration of a partial differential equation model.

3) We integrate our PCA model into an adversarial formulation to select de-
formations for augmentation which are challenging for the segmentation.

4) We extensively evaluate our augmentation approach and show favorable per-
formance with respect to state-of-the-art augmentation approaches.

The manuscript is organized as follows: Sec. 1 gives an overview of related
work; Sec 2 describes our AdvFigAug technique; Sec. 3 describes our experimen-
tal setup; Sec. 4 presents and discusses the results of our method.

1 Related Work

We focus our discussion here on related data augmentation and semi-supervised
learning approaches that use adversarial training or image registrations.

Adversarial Training It is well known that adversarial examples created by
locally perturbing an input with imperceptible changes may drastically affect
image classification results [30]. But it has also been shown that training DNNs
with adversarial examples can improve DNN robustness and performance [13],
which is our goal. Here, we focus on adversarial training via spatial transforma-
tions.
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Engstrom et al. [11] use rigid transformations to generate adversarial exam-
ples for data augmentations, whereas Kanbak et al. [21] develop ManiFool, an
adversarial training technique which is based on affine transformations. A more
general adversarial deformation strategy is pursued by Xiao et al. [37] where
a displacement field is optimized to cause misclassifications. Smoothness of the
displacement field is encouraged via regularization.

All these approaches focus on classification instead of segmentation. Further-
more, transformation models are prescribed rather than inferred from observed
transformations in the data and selecting a deformation magnitude requires an
iterative approach. Our AdvEigAug approach instead explores using statistical
deformation models obtained from image pairs by fluid- or displacement based
registrations. The statistical model also results in a clear guidance for the per-
turbation magnitudes, thereby eliminating the need for iterations.

Data Augmentation and Semi-Supervised Learning via Registration
Image registration is widely used for atlas based segmentation [17]. As it allows
estimating deformations between unlabeled image pairs it has also been used to
create plausible data deformations for data augmentation. Via semi-supervised
learning this allows training deep segmentation networks with very limited la-
beled training data by exploiting large unlabeled image sets. Such approaches
have successfully been used in medical image segmentation [38,43, 5].

For example, Zhao et al. [43] train spatial and appearance transformation
networks to synthesize labeled images which can then be used to train a seg-
mentation network. Chaitanya et al. [5] model appearance variations and spatial
transformations via GANs for few-shot image segmentation. Xu et al. [38] use a
semi-supervised approach to jointly train a segmentation and a registration net-
work. This allows the segmentation network to benefit from the transformations
generated via the registration network while simultaneously improving registra-
tion results by including the obtained segmentations in the image similarity loss.

However, the approaches above do not employ adversarial samples for train-
ing segmentation networks and do not use statistical deformation models. In-
stead, our AdvFigAug approach captures deformation statistics via a PCA model
which is efficiently estimated, separately for each sample, via deep registration
networks and integrated into an adversarial training strategy.

2 Method

Our approach is an the adversarial training scheme. In particular, it builds upon,
extends, and combines two different base strategies: (1) the estimation of a sta-
tistical deformation model and (2) the creation of adversarial examples that
can fool a segmentation network and improve its training. Our proposed Ad-
vEigAug approach builds upon the ManiFool augmentation idea [21]. ManiFool
is limited to adversarial deformations for classification which are subject to an
affine transformations model. The adversarial directions are based on the gradi-
ent with respect to the classification loss, but how far to move in this gradient
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direction requires tuning. Our approach on the other hand estimates a statisti-
cal deformation space which can be much richer than an affine transformation.
In fact, we propose two efficient ways of computing these spaces, both based
on non-parametric registration approaches: an approach based on a deep reg-
istration network directly predicting displacement fields [3] and another deep
network predicting the initial momentum of the large deformation diffeomorphic
metric mapping model (LDDMM) [4,31]. The benefit of the LDDMM model
is that it can assure spatially regular (diffeomorphic) spatial transformations.
Furthermore, as we estimate a statistical model we can sample from it and we
also have a direct measure of the range of deformations which are consistent
with deformations observed in the data. Note that these deformation networks
can use labeled data [2,38] to improve registration accuracies, but can also be
trained directly on intensity images [40,3,31], which is the strategy we follow
here.

As our approach is related to ManiFool and the augmentation approach
in [11] we introduce our reformulation of their concepts for image segmenta-
tion and affine transformations in Sec. 2.1. Sec. 2.2 introduces our AdvEigAug
approach.

2.1 Baseline Method: AdvAffine

Our baseline method is related to [11,21] where rigid and affine transformations
(in 2D) are generated with the goal of fooling a classifier. We extend the approach
to 3D affine transformations and apply it to image segmentation instead of clas-
sification. While this is a minor change in terms of the loss function (see details
below) it precludes simple approaches for step-size selection, i.e., to determine
how strong of an affine transformation to apply. For example, while the Mani-
Fool approach takes adversarial steps until the classification label changes such
an approach is no longer appropriate when dealing with image segmentations as
one is now dealing with a set of labels instead of one.

Specifically, we assume we have a deep neural segmentation network, NN,
which, given an input image, I, results in a segmentation y. We also assume
we have a segmentation loss, loss(y,y) (typically a binary cross-entropy loss
averaged over the image volume; or a classification loss in [11]), where y is the
target segmentation. Our goal is to determine how to spatially transform an
input image I so that it is maximally detrimental (i.e., adversarial) for the loss
to be minimized. We parameterize the affine transformation as

& (2;0) = (E+ Az +b, A,EcR™ b xecRY (1)

where d denotes the spatial dimension (d = 3 in our experiments), x denotes the
spatial coordinate, 8 = {A, b} are the affine transformation parameters, and F is
the identity matrix, which allows us to easily start from the identity transform
(A =0,b=0). The transformed image is then Io®~!. To compute an adversarial
direction we perform gradient ascent with respect to the loss

L(0) = loss(y,§), s.t. §= NN(Iod *(0)). (2)
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It is unclear how far to step into the ascent direction for segmentation problems:
we simply take ¢ steps with a chosen learning rate, At, i.e., 0441 = 0, + At%ﬁt).

This process is repeated for each sample in the training data set. The resulting
affine transformations are then applied to the images and their segmentations
(using nearest neighbor interpolation) to augment the training dataset.

2.2 Proposed Method: AdvEigAug

Fig. 1 gives an overview of our proposed approach. We use a statistical defor-
mation model to capture plausible anatomical variations and efficiently estimate
them via two different deep registration approaches [31,9]. These statistical de-
formation models are integrated into an adversarial strategy which selects a
deformation direction to challenge the segmentation loss.
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Fig. 1. Overview: We first build the deformation model (1-3) and then obtain an adver-
sarial deformation from the segmentation network (4-6). Our method generates samples
(warped images and warped segmentations) that are difficult to segment, but that help
training the segmentation network.

Deformation Models Following the approach in Sec. 2.1 we want to obtain
adversarial samples subject to a given transformation model. However, instead
of specifying this transformation model (e.g., an affine model as in AdvAffine)
we want to learn plausible models from data.

Displacement Deformation Model We parameterize the transformation via a
small number of learned displacement field basis elements:

B
™ (2 {67}) = = + u(z) %erud(x)JrZ@?b?(ﬂf), 3)



6 S. Olut et al.

where u(x) is the displacement field which we approximate by B basis elements.
Here, p¢(x) is the mean displacement field, {b¢(x)} is a set of basis displacement
fields, and {#¢} are the basis coefficients with respect to which we will compute
the adversarial direction. These basis fields could be specified, but we estimate
them from sample image pairs (see Statistical Model paragraph below).

Fluid Deformation Model Specifying the transformation via basis displacement
fields, {b¢(z)} as in Eq. 3 might result in transformations that are not spatially
smooth or invertible. For example, for large values of the coefficients {6;} folds
might occur. This can be avoided by transformation models based on fluid me-
chanics [16]. Foldings are avoided in such models by indirectly representing the
transformation via integration of a velocity field. Essentially, this amounts to
concatenating an infinite number of small deformation whose regularity is easier
to control. We use the following LDDMM transformation model:

¢, + D¢ v =0, ¢~ (2,0) ==, (4)
my + div(v)m + DvT (m) + Dm(v) =0, v = K xm, (5)

B
m(x,0) = mo(z) = p™ (z) + 295"172”(33), o~ @ {0]"}) = ¢~ (2, 1), (6)

where (-); denotes a partial derivative with respect to time and D the Jacobian.
This model is based on the LDDMM shooting equations of [41,36,32] which
allow specifying the spatial transformation ¢—!(x,t) for all times ¢ via the initial
momentum mg(x) and the solution of the Euler-Poincaré equation for diffeomor-
phisms [41] (Eq. 5). Our desired transformation @1 (z; {#7}) is obtained after
integration for unit time starting from the initial momentum which (similar to
the displacement transformation model) we approximate and parameterize via a
finite set of momentum basis vector fields {b"(x)}; {07} are the basis coeflicients
and p™(z) is the mean momentum field. The instantaneous velocity field, v, is
obtained by smoothing the momentum field, m, via K. We use a multi-Gaussian
smoother K for our experiments [26]. Note that for a sufficiently strong smoother
K the resulting spatial transformations are assured to be diffeomorphic. We will
see that this is a convenient property for our augmentation strategy.

Statistical Model The introduced deformation models require the specifica-
tion of their mean displacement and momentum vector fields (ud(z), u™(x))
as well as of their basis vector fields ({b¢(z)}, {bI"(x)}). We learn them from
data. Specifically, given a source image I we register it to N target images {I;}
based on the displacement or the fluid deformation model respectively (without
the finite basis approximation). This results in a set of N displacement fields
{u;(x)} or initial momentum fields {m;(z)} from which we can build the statis-
tical model. Specifically, we obtain the set of basis vectors ({b¢(z)},{b"(2)}) via
principal component analysis (PCA) based on the covariance matrix, C, of the
displacement or initial momentum fields. As we estimate these spaces relative
to a source image I (which defines the tangent space for the transformations)
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we typically set p¢(z) = 0 and p™(z) = 0. In the following we denote the set
of (eigenvalue,eigenvector) pairs of the covariance matrix as {(A;, e;(x))}, where
eigenvalues are ordered in descending order, i.e., A\; > A\;11 > 0. The same anal-
ysis will hold for the displacement-based and the fluid transformation models.
The only difference will be how to obtain the transformations from the basis rep-
resentations. As computing registrations by numerical optimization is costly, we
approximate their solution via deep-learning registration models [3,31]. These
can rapidly predict the displacement or initial momentum fields.

Low-rank Approximation Given a set
of N centered displacement or initial mo-
mentum vector fields (linearized into col-
umn vectors) we can write the covariance
matrix, C, and its low-rank approxima-
tion C} as

Algorithm 1 AdvFEigAug

Inputs: Ip, a set of (zero-centered)
displacement fields for X register-
ing Ip to a set of target images, y
segmentation mask

Outputs: augmented image Iqug,
Yaug mask for augmented image N
é g()}r(n;?(?gf’ the Gramian matriz C = Z )\iez‘e? ~ Z )\ieie? =Cg. (7)

1
{A\i},{ei} = eigendecompose(G) ’
# Compute deformation & warp We use the first B eigenvectors to de-

i— i=1

image fine the basis vectors for our deformation
{6:}7 <0 5 models. As for the AdvAffine approach of
?_1(90) catp’(@)+ 30 0iei(r)  Sec. 2.1 we can then compute the gradi-
Ip=To0¢ " (x) ent of the segmentation loss with respect

# Get the gradient wrt. 6 to the transformation parameters

§ = predict_segmentation(io)

f = Vyg(segmentation_loss(y, §)) L)

# Update ‘9‘ f= o0 (8)
VEILL IR/ The only change is in the deformation

-1 d B g, .
¢~ (2) crtp (@) + 20521 0:€i(®)  110del where 6 is now either {604} or {67}
# Warp image and mask . . y !
Toug = To 0 & () to parameterize the displacement or the
7 -1 initial momentum field respectively. Ev-
Yaug =Y © (;b (X) .
erything else stays unchanged. A key ben-
efit of our approach, however, is that the
low-rank covariance matrix, C'p induces a B-dimensional Gaussian distribution
on the basis coefficient {6;}, which are by construction decorrelated and have
variances {\;}, i.e., they are normally distributed according to N(0,C,,), where
Cyn = diag({\i}). As we will see next, this is beneficial to define step-sizes in
the adversarial direction which are consistent with the observed data.

Adversarial Direction So far our transformation models allow more flexible,
data-driven transformations than the affine transformation model of Sec. 2.1, but
it is still unclear how far one should move in the adversarial gradient direction,
f (Eq. 8). However, now that we have a statistical deformation model we can
use it to obtain deformation parameters 6 which are consistent with the range
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of values that should be expected based on the statistical model. Specifically,
we want to specify how far we move away from the mean in terms of standard
deviations of the distribution, while moving in the adversarial direction. To move
r > 0 standard deviations away we scale the adversarial gradient as follows

fr

NNy

It is easy to see why this is the case.

6= 9)

Proof. We first transform the gradient direction (with respect to the basis co-

1
efficients, 0), f, to Mahalanobis space via Cy,? in which the coefficients, 0, are
distributed according to N (0, ). We are only interested in the direction and not
the magnitude of the adversarial gradient, f. Hence, we normalize it to obtain

' f
1Cm* £1l2

In this space, we scale the transformed coefficients by r to move r standard devi-
ations out and subsequently transform back to the original space by multiplying
1

f= (10)

with the inverse transform C}2 resulting in

0= Cifr—cp CmSr T Ir

10w 7le Cni sl /S, g2/

Given an adversarial direction, f, this allows us to sample a set of transforma-
tion coefficients, #, which are consistent with this adversarial direction and which
have a desired magnitude, r, as estimated via the statistical deformation model.
Hence, in contrast to the AdvAffine approach of Sec. 2.1 there is now an intuitive
way for specifying how large the adversarial deformations should be so that they
remain consistent with the observed deformations between image pairs. Fig. 1
shows an example illustration of determining such a scaled adversarial direction.
Pseudo-code for the overall augmentation algorithm for the displacement-based
deformation model is given in Alg. 2.2. The fluid-flow-based approach follows
similarly, but requires integration and backpropagation through Eqs. 4-6. The
resulting deformations are then applied to the training image and its segmenta-
tion (using nearest neighbor interpolation) to augment the training dataset.

(11)

3 Experiments

We investigate the performance of different augmentation strategies for the seg-
mentation of knee cartilage from the 3D magnetic resonance images (MRIs)
of the Osteoarthritis Initiative3. All images are affinely registered to a knee

3 https://nda.nih.gov/oai/
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atlas. The original images are of size 384 x 384 x 160 with a voxel size of
0.36 x 0.36 x 0.7 mm3. We normalize the intensities of each image such that
the 0.1 percentile and the 99.9 percentile are mapped to {0,1} and clamp val-
ues that are smaller to 0 and larger to 1 to avoid outliers. We do not bias-field
correct these images as it has been shown in [39] that it is not required for this
dataset. This also justifies our choice to test the Brainstorm approach without
its appearance-normalization part. To be able to store the 3D data in the 11 GB
of our NVIDIA GTX 2080Ti GPU we re-sample the input images and their seg-
mentations to 190 x 190 x 152. Note that this resampling might introduce slight
evaluation bias with respect to the manual segmentations drawn on the origi-
nal full-resolution images. However, our objective is to compare augmentation
approaches which would all be equally affected, hence, the relative comparisons
between methods remain fair. To assure that we can compare between methods
we use the same hyperparameters that we use in the NoAug experiments across
all experiments. All segmentation networks are trained with a learning rate of
0.001 using Adam [22] where 8; = 0.5 and B2 = 0.99. For the displacement
field network, we use a learning rate of 0.0002. For the momentum generation
network, we use the same settings as in [32].

3.1 Registration and Segmentation Networks

We use a 3D-UNet [6] with 5 encoder and decoder layers. The number of feature
channels in the encoder layers are [16,32, 32,32, 32] and the number of feature
channels in the decoder layers are [32,32,32,8,8]. Each convolutional block is
followed by batch normalization and ReLLU activation except for the last one.

Segmentation Network We use binary cross-entropy loss for simplicity and
jointly segment the femoral and tibial cartilage. However, our approach gener-
alizes to any loss function, e.g., to multiple class labels.

Registration Networks We train two registration networks: to predict (1)
displacement fields and (2) the initial momentum of EPDIiff (Eq. 5).

Displacement field network For the displacement field network we follow the
VoxelMorph architecture [3], but use a modified loss of the form

Laisp(u()) = Lieg(u(@)) + A Laim (I, I 0 (x + u(z))). (12)

where u is the displacement field predicted by the network for a given source
image, I, and target image I7; Lg, is the image similarity measure (we use
normalized cross correlation (NCC)) and L., is the regularizer for which we
choose the bending energy [29] to keep transformations smooth:

d
L eq(u(z)) = %ZZ 1 (i (2) |17 (13)

z =1
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where || - || is the Frobenius norm, H (u;(z)) is the Hessian of the i-th com-
ponent of u(x), N the number of voxels, and d is the spatial dimension (d = 3).
We set A4 = 200.

Initial momentum network We use the LDDMM network of [32], which predicts
the initial momentum as an intermediate output. The network loss is

L (mo(x)) = L%, (mo(x)) + A" Lyim (I7, T 0 71), s.t. Eqs. 4 — 6 hold, (14)

where mg(z) is the initial momentum (not yet approximated via a finite basis
for the network loss), L,cy = (mo, K xmg), =1 is the spatial transform induced
by mo(z) and we use a Localized NCC similarity loss [31]. See [32] for details.

3.2 Experimental Design

Our goal is to demonstrate that (1) building a statistical deformation model is
useful, that (2) using adversarial samples based on the statistical deformation
model improves segmentation results, and that (3) AdvEigAug outperforms other
augmentation approaches, in particular, approaches that do not attempt to learn
deformation models from data. We focus on a few-shot learning setting.

Methods we Compare to and Rationale for Comparisons

NoAug uses no augmentation. It only uses the segmented training samples. All
augmentation approaches are expected to outperform this method.

RandDeform is our representative of an augmentation strategy using various
spatial transformations which are not inferred from data and hence is expected
to show inferior performance to approaches that do. Specifically, we randomly
rotate images between +15 degrees in all axes and apply random translations
by up to 15 voxels in each space direction. We simultaneously apply random
displacement fields. Translations and rotations are drawn from uniform distri-
butions. The displacement fields are obtained by Gaussian smoothing of random
displacement fields drawn from a unit normal distribution.

AdvAffine is described in detail in Sec. 2.1. It is our baseline adversarial aug-
mentation approach. It lacks our ability to determine a desirable deformation
magnitude, uses a simple affine transformation, and does not build a statistical
deformation model. Our various AdvFEigAug approaches directly compete with
AdvAffine and favorable performance indicates that using statistical deformation
models can be beneficial for augmentation. We choose ¢ = 20 and At = 0.25 to
select the deformation magnitude for AdvAffine.
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Brainstorm [43] relates to our AdvEigAug approach in the sense that it uses
unlabeled images via registrations (we use the displacement field network of
Sec. 3.1 for its implementation) to create realistic deformations for augmentation.
In contrast to AdvFigAug it is not an adversarial approach nor does it build
a statistical deformation model and hence it relies on the set of deformations
that can be observed between images. We will show that these design choices
matter by comparing to AdvFEigAug directly and to a non-adversarial variant
EigAug (explained next). Brainstorm also uses an intensity transfer network.
However, as we are working on one specific dataset without strong appearance
differences we only use the deformation component of Brainstorm for a more
direct comparison.

EigAug is our AdvEigAug approach when replacing the adversarial gradient
direction, f by a random direction. We compare against this approach to (1)
show that modeling the deformation space is beneficial (e.g., with respect to
Brainstorm) and (2) that using the adversarial direction of AdvEigAug yields
improvements.

AdvEigAug is our proposed approach and described in detail in Sec. 2.2.

Upper bound We use the segmentations for the entire training set (n = 200) to
train the segmentation network. We regard the resulting segmentation accuracy
as the quasi upper-bound for achievable segmentation accuracy.

Randomization and Augmentation Strategies

Randomization AdvEigAug and EigAug require the selection of, 7, which specifies
how many standard deviations away from the mean the parameterized deforma-
tion is. In our experiments we explore fixing r € {1,2,3} as well as randomly
selecting it: r ~ U(1.5,3). We hypothesize that randomly selecting r results in
a richer set of deformations and hence in better segmentation performance.

Covariance and basis vector computations AdvFEigAug and EigAug also require
the computation of the covariance matrix based on displacement or momentum
fields. We recompute this covariance matrix for every augmented sample we
create to assure sufficient variability of deformation directions. Specifically, for
a given training sample we randomly select N images (we do not use or need
their segmentations) and register the training sample to these images using one
of our registration networks to obtain the displacement or momentum fields
respectively. We choose the top two eigendirections (B = 2) as our basis vectors.
Clearly, using more samples results in more stable results, but it also limits the
space being explored. In the extreme case one would use all available image
pairs to estimate the covariance matrix which would then limit the variability.
We therefore use only N = 10 samples to estimate these directions.
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Offtine augmentation For almost all our experiments we employ an offline aug-
mentation strategy. We train the segmentation network with the original training
data for 700 epochs. We then create a set of adversarial examples. Specifically, we
create 5 adversarial samples for each training sample. We then continue training
with the augmented training set for another 1,300 epochs. To assure that train-
ing is not biased too strongly to the adversarial samples [24] we down-weight the
adversarial examples by 1/5 in the loss.

Online augmentation We also explore an online augmentation approach for Ad-
vEigAug only to determine if the successive introduction of adversarial samples
is beneficial. As for the offline approach, we first train the segmentation network
for 700 epochs. We then add 1 adversarial example per original training sam-
ple and continue training for 150 epochs. We repeat this augmentation step 4
more times and finally train for another 550 epochs. As for the offline variant
adversarial samples are down-weighted. We down-weight by %, where k is the
k™ addition of adversarial samples. This assures that at all times the adversarial
samples are balanced with the original training data.

Data We split our dataset into a test set with segmentations (n=100), a valida-
tion set with segmentations (n=>50), as well as a training set (n=200) of which we
use n=4 or n=8 as the original training set including their segmentations. This
training set (excluding their segmentations) is also used to obtain deformations
for Brainstorm and the deformation spaces for AdvEigAug and FEigAug.

4 Results and Discussion

Tab. 1 shows Dice scores and surface distance measures between the obtained
segmentations and the manual knee cartilage segmentations on the test set
(n = 100). As we focus on training models with small numbers of manual seg-
mentations we show results for training with 4 and 8 segmentations respectively.
Images without segmentations were also used during training of the Brainstorm,
FigAug, and AdvEigAug models. All results are averages over 5 random runs;
standard deviations are reported in parentheses.

Overall Performance Our proposed L-AdvEigAug®™i®® approach performs
best in terms of Dice scores and surface distances demonstrating the effectiveness
of using statistical deformation models to capture plausible anatomical variations
in low sample settings in combination with a randomized deformation approach
and an LDDMM-based deformation model which can assure spatially well be-
haved deformations. In particular, our AdvFEigAug approaches outperform all
competing baseline approaches we tested: no augmentation (NoAug); augmen-
tations with random deformations (RandDeform); Brainstorm which also uses
unsegmented images to obtain deformations via registrations; and a competing
adversarial approach using affine transformations only (AdvAffine). Note that
our images are all already affinely aligned to an atlas, hence an improvement by



Adversarial Data Augmentation via Deformation Statistics 13

AdvAffine was not expected in this setting. However, it illustrates that the more
flexible deformation models of AdvEigAug are indeed beneficial.

Table 1. Reported mean Dice scores and surface distance measures in mm (average
surface distance (ASD), 50th, and 95th-percentile) over 5 training runs. Surface dis-
tances are measured based on the binarized predictions. Standard deviations are in
parentheses. Prefix L denotes training with the LDDMM model, prefix Adv indicates
using adversarial samples. Dice scores for the approaches were tested for statistical dif-
ference with respect to the L-AdvEigAug®™'i"¢ approach (bold) using a paired t-test.
At a significance level a = 0.05 with 14 different tests per measure results in statistical
significance based on Bonferroni correction for p < «/14 = 0.0035; t shows statistical

significance where p < le™2 and * where p < 1le~ 5.

4 training samples 8 training samples
Experiment Dice in % |ASD[50% [95% |Dice in % |ASD|50% [95%
NoAug 75.2(0.31)* [1.79 |0.134 (20.17|77.1(0.28)* {1.17 |0.093 [9.14
RandDeform 76.3(0.34)* {1.80 |0.171 |14.72(78.1(0.25)* |0.87 [0.072 |4.12
Brainstorm [43] 77.7(0.20)* [1.17 [0.087 |8.80 |79.4(0.17)* |0.71 [0.031 |3.17
AdvAffine 75.1(0.49)* {1.62 |0.102 [13.78(77.8(0.37)* |1.19 |0.042 |5.13
EigAugrand_r 73.3(0.81)* [1.76 |0.352 |9.37 |76.2(0.13)* [0.86 [0.139 |5.15

(0.31) (0.28)
(0.34) (0.25)
(0.20) (0.17)
(0.49) (0.37)
(0.81) (0.13)
EigAugfx_r=1 73.4(0.45)* |1.45 0.241 |12.04[77.8(0.12)* [0.92 |0.086 |5.36
EigAugsx_r—2 73.6(0.40)* |1.46 [0.217 {10.32(77.7(0.10)* |0.85 [0.011(5.17
EigAugay_r—3 73.0(0.40)* |1.44 {0.232 {11.05|77.3(0.30)* [0.98 |0.147 |5.24
AdvEigAuggs, ,—1 |75.6(0.31)* [1.77 [0.231 [10.12[77.8(0.23)* [0.97 [0.074 [6.78
AdvEigAugay =2 |76.1(0.20)* [1.24 [0.128 |9.28 |78.7(0.21)* |0.88 |0.031 |4.76
AdvEigAugay =3 |74.9(0.15)* [1.75 [0.287 |11.18|76.9(0.27)* |1.22 {0.113 |9.99
AdvEigAugeana: |78.4(0.25)7]0.85 [0.091 [7.14 [81.0(0.15)7 [0.65 [0.031 [3.77
AdvEigAugenire  178.2(0.23)10.92 [0.071 [6.44 |81.1(0.16)T |0.58 [0.025 |3.51
L-AdvEigAugrana |78.5(0.17) [0.79 |0.083 [4.68 |81.1(0.11) [0.55 |0.021 |3.85
L-AdvEigAug®™inc179,1(0.14)|0.72|0.020|3.72 |81.2(0.12)[0.51[0.023 [3.46

rand._r

Upper bound 82.5(0.2) 0.47 0.019 |2.42

Adversarial Sample Effect Comparing the adversarial AdvFigAug to the
corresponding non-adversarial EigAug results directly shows the impact of the
adversarial samples. In general, the adversarial examples result in improved Dice
scores for the 4 training sample cases for r € {1,2,3} and in similar Dice scores
for the 8 training sample case. Surface distances appear comparable. The ex-
ception is the randomized AdvEigAug,rqnqd - strategy which performs uniformly
better on all measures than FigAug,qnq_» and all its fixed r value variants.

Randomization of Deformation Magnitude, r Tab. 1 shows that random-
izing r ~ U(1.5,3) improves performance over using a fixed r in terms of Dice
scores and surface distances. As we draw 5 augmented samples per training sam-
ple, randomization occurs for fixed r only via the computation of the covariance
matrices based on the randomly drawn images. The random 7 strategy, however,
introduces additional randomness through the random deformation magnitude
and can therefore explore the deformation space more fully.
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Fig. 2. Augmentation with LDDMM (top row) and displacement field network (bottom
row). Left to right: augmentations with r = 1, r = 2, r = 3. LDDMM produces well
behaved transformations even for large values of r.

Online vs Offline The online and offline variants of our approach show com-
parable performance, though we observe a slight improvement for the 95-th per-
centile surface distance for the online approach. This might be because the online
approach allows improving upon earlier adversarial examples during training.

LDDMM vs Displacement Field Networks The LDDMM parameterization
assures a well-behaved diffeomorphic transformation regardless of the chosen
deformation magnitude, r. In contrast the displacement field approach might
create very strong deformations even to the point of creating foldings. Fig. 2
shows that augmented samples created via the LDDMM model tend to indeed
be better behaved than the ones created via the displacement field model. While
slight, this benefit appears to be born out by the validation results in Tab. 1
which generally show higher Dice scores and lower surface distance measures for
the LDDMM models, in particular for the lowest sample size (n = 4).

5 Conclusion

We introduced an end-to-end data augmentation framework guided by a sta-
tistical deformation model. To the best of our knowledge, this is the first work
that studies statistical deformation modelling in conjunction with data augmen-
tation. We proposed two variants of our method, one using a fluid- and the other
a displacement-based deformation model. We showed that such statistical defor-
mation models allow an intuitive control over deformation magnitudes and that
a combination of randomizing the deformation magnitude, online training, and
a fluid-based deformation model performs best for our segmentation task.
Acknowledgements: Research reported in this publication was supported by
the National Institutes of Health (NIH) under award numbers NTH 1R41MH118845
and NIH 1R01AR072013. The content is solely the responsibility of the authors
and does not necessarily represent the official views of the NIH.
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