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Table 6: Evaluation results on COCO dataset. (Note: B for Base, L for Large)

Method Size
Text Retrieval Image Retrieval Text Retrieval Image Retrieval

R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

1K Test Set 5K Test Set

DVSA [14] - 38.4 69.9 80.5 27.4 60.2 74.8 - - - - - -

VSE++ [7] - 64.7 - 95.9 52.0 - 92.0 41.3 - 81.2 30.3 - 72.4
DPC [46] - 65.6 89.8 95.5 47.1 79.9 90.0 41.2 70.5 81.1 25.3 53.4 66.4
CAMP [42] - 72.3 94.8 98.3 58.5 87.9 95.0 50.1 82.1 89.7 39.0 68.9 80.2
SCAN [18] - 72.7 94.8 98.4 58.8 88.4 94.8 50.4 82.2 90.0 38.6 69.3 80.4
SCG [33] - 76.6 96.3 99.2 61.4 88.9 95.1 56.6 84.5 92.0 39.2 68.0 81.3
PFAN [41] - 76.5 96.3 99.0 61.6 89.6 95.2 - - - - - -

Unicoder-VL [19] B 84.3 97.3 99.3 69.7 93.5 97.2 62.3 87.1 92.8 46.7 76.0 85.3
12-in-1 [24] B - - - 65.2 91.0 96.2 - - - - - -

UNITER [5] B - - - - - - 63.3 87.0 93.1 48.4 76.7 85.9
UNITER [5] L - - - - - - 66.6 89.4 94.3 51.7 78.4 86.9

Oscar
B 88.4 99.1 99.8 75.7 95.2 98.3 70.0 91.1 95.5 54.0 80.8 88.5
L 89.8 98.8 99.7 78.2 95.8 98.3 73.5 92.2 96.0 57.5 82.8 89.8

Table 7: Image captioning evaluation results (single model) on COCO ”Karpa-
thy” test split. (Note: B@4: BLUE@4, M: METEOR, C: CIDEr, S: SPICE.)

Method
cross-entropy optimization CIDEr optimization

B@4 M C S B@4 M C S

BUTD [2] 36.2 27.0 113.5 20.3 36.3 27.7 120.1 21.4
VLP [47] 36.5 28.4 117.7 21.3 39.5 29.3 129.3 23.2
AoANet [11] 37.2 28.4 119.8 21.3 38.9 29.2 129.8 22.4
OscarB 36.5 30.3 123.7 23.1 40.5 29.7 137.6 22.8
OscarL 37.4 30.7 127.8 23.5 41.7 30.6 140.0 24.5

LXMERT improves the SoTA overall accuracy (‘Accu’ in Table 2) by 2.1%.
and has 2.4

VQA and NLVR2 are the two major V+L understanding tasks widely used
to evaluate the exsiting VLP models. Table 9 summarizes the evaluation results
on VQA task. We can see that OscarB is the best among the models with
equivalent size, even slightly better than UNITER [5] large. And the OscarL

creates new single-model SoTAs on VQA and NLVR2. As mentioned in Section 4,
the NLVR2 fine-tuning architecture is still not the best choice, we believe there
is still space to improve, we leave this for future exploration.

this is not necessarily the best fine-tuning choice for NLVR2, please refer to
the Pair-biattn finetuning in UNITER [5] for better choice, which introduces a
multi-head attention layer to look back the concatenated text-image sequences.

One of major understanding tasks for the exsiting VLP models is VQA. From
Table 9, we can see that OscarB is the best among the models with equivalent
size, even slightly better than UNITER [5] large.

And the OscarL creates new single-model SoTAs on VQA and NLVR2.


