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Table 5: Results with various pre-training schemes.

Pre-train
VQA Text Retrieval Image Retrieval Image Captioning

dev R@1 R@5 R@10 R@1 R@5 R@10 B@4 M C S

Baseline (No Tags) 70.93 84.4 98.1 99.5 73.1 94.5 97.9 34.5 29.1 115.6 21.9
Oscar

VG
71.70 88.4 99.1 99.8 75.7 95.2 98.3 36.4 30.3 123.4 23.0

Oscar
OI

71.15 85.9 97.9 99.5 72.9 94.3 97.6 35.3 29.6 119.5 22.6

tags yield minor improvement when used as features; a more promising way is
to use them as anchor points, as done in Oscar.
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Attention Image R. Text R.
w-v w-q v-q R@1 R@5 R@1 R@5

X X X 77.3 95.6 65.2 91.5
X 75.4 94.8 64.2 91.4

X 32.3 57.6 25.7 60.1

Table 10. Ablations on di↵erent types of attention maps. Models are initialized from
BERT base model without pre-training. Results are reported on the COCO 1K test
set.

Multimodal Embeddings It has been shown that V+L tasks can benefit from
a shared embedding space to align the inter-modal correspondences between im-
ages and text. Early attempts from Socher et al. [33] project words and image
regions into a common space using kernelized canonical correlation analysis, and
achieved excellent results for annotation and segmentation. Similar ideas were
employed for image captioning [15] and text-based image retrieval [29]. In partic-
ular, the seminal work DeViSE [9] was proposed to identify visual objects using
semantic information gleaned from unannotated text. This semantic information
was exploited to make predictions about image labels not observed during train-
ing, and improved such zero-shot predictions dramatically across thousands of
novel labels never seen by the visual model. The idea has been extended [34,
16, 25], showing that leveraging pre-trained linguistic information is highly ef-
fective to align semantics and improve sample e�ciency in cross-modal transfer.
Inspired by this line of research, we revisit the idea and propose to leverage
the rich semantics from word embeddings in the era of modern language model
pre-training. Indeed, our results on novel object captioning demonstrate strong
generalization.

8 Conclusion

In this paper, we have introduced a new pre-training schema Oscar. It identifies
object tags as anchor points to align the language and image modalities in a
shared semantic space. We verify the idea by pre-training Oscar on a public
corpus with 6.5 millions text-image pairs. The pre-trained model can successfully
tackle a broad set of vision-and-language understanding and generation tasks,
archiving new state of the arts on six established tasks.
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Table 4: Retrieval results on the
COCO 1K test set, with di↵erent
types of attention interactions.

Object Tags in Pre-training To study
the impact of di↵erent object tag sets in
pre-trained models, we pre-train two vari-
ants: Oscar

VG and Oscar
OI utilizes object

tags produced by the object detector trained
on the visual genome (VG) dataset [16] and
the open images (OI) dataset [17], respec-
tively. In this ablation, all the models are pre-
trained for 589k steps. The results are shown
in Table 5, where Baseline (No Tags) is also listed for comparison. It is clear
that the Oscar scheme of using object tags as anchor points improves the base-
line, regardless of which set of object tags is used. VG tags performs slightly
better than OI. We hypothesize that the object detector trained on VG has a
more diverse set of objects, although the object detector trained on OI has a
higher precision.

Table 6: Retrieval results on the COCO 1K test set, with di↵erent types of attention
interactions.

Attention Text R. Image R.
w-v w-q v-q R@1 R@5 R@1 R@5

X X X 77.3 95.6 65.2 91.5
X 75.4 94.8 64.2 91.4

X 32.3 57.6 25.7 60.1

6 Related Work

Vision-Language Pre-training There is an growing interest in pre-training
generic models to solve a variety of V+L problems, such as visual question-
answering (VQA), image-text retrieval and image captioning etc. The exist-
ing methods [38, 39, 23, 5, 47, 36, 19, 10] employ BERT-like objectives [6] to learn


