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Table 6: Evaluation results on VQA.

Method ViLBERT VL-BERT VisualBERT LXMERT 12-in-1 UNITERB UNITERL OscarB OscarL

Test-dev 70.63 70.50 70.80 72.42 73.15 72.27 73.24 73.16 73.61
Test-std 70.92 70.83 71.00 72.54 � 72.46 73.40 73.44 73.82

Table 7: Evaluation results on NLVR2.
Method MAC VisualBERT LXMERT 12-in-1 UNITERB UNITERL OscarB OscarL

Dev 50.8 67.40 74.90 � 77.14 78.40 78.12 79.19
Test-P 51.4 67.00 74.50 78.87 77.87 79.50 78.18 79.96

VQA One major vision-and-language understanding tasks for the existing VLP
models is VQA. The SoTA result for VQA is from UNITER [6] large model.
Table 6 summarized the evaluation results with the recent VLP work on VQA
task, we can see that OscarB is the best among the models with equivalent size,
even slightly better (0.04%) than UNITER [6] large. And the OscarL improves
the SoTA overall accuracy with 0.42% on the test-std split.

NLVR2 Another major task for the existing VLP models is NLVR2. Similarly,
the SoTA model on NLVR2 is UNITER [6] large. As reported in Table 7, with
the equivalent model sizes, Oscar outperforms UNITER by 0.31% and 0.46%
absolutely on the Test public split. As mentioned in Section 4.3, the Oscar

fine-tuning architecture for NLVR2 is still not the best choice, we believe there
is still space to improve, we leave this for future exploration.

GQA As shown in Table 9, compared with existing VLP works (LXMERT [37]
and 12-in-1 [24]), our OscarB results on GQA gain 0.6% accuracy, which still
demonstrates the superiority of Oscar pretraining. The GQA SoTA result is
from NSM [13], which equips the model with more complicated reasoning. We
leave this for future work.

Table 8: Evaluation results on GQA.
Method LXMERT MMN [5] 12-in-1 NSM [13] OscarB OscarB

⇤

Test-dev 60.00 � � � 61.19 61.58
Test-std 60.33 60.83 60.65 63.17 61.23 61.62


