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Table 8: NoCaps val set. Models are trained on COCO only without pre-training.

Method
in-domain near-domain out-of-domain overall

CIDEr SPICE CIDEr SPICE CIDEr SPICE CIDEr SPICE

Validation Set

UpDown [1] 78.1 11.6 57.7 10.3 31.3 8.3 55.3 10.1
UpDown + CBS [1] 80.0 12.0 73.6 11.3 66.4 9.7 73.1 11.1
UpDown + ELMo + CBS [1] 79.3 12.4 73.8 11.4 71.7 9.9 74.3 11.2

OscarB 79.6 12.3 66.1 11.5 45.3 9.7 63.8 11.2
OscarB + CBS 80.0 12.1 80.4 12.2 75.3 10.6 79.3 11.9
OscarB + SCST + CBS 83.4 12.0 81.6 12.0 77.6 10.6 81.1 11.7
OscarL 79.9 12.4 68.2 11.8 45.1 9.4 65.2 11.4
OscarL + CBS 78.8 12.2 78.9 12.1 77.4 10.5 78.6 11.8
OscarL + SCST + CBS 85.4 11.9 84.0 11.7 80.3 10.0 83.4 11.4

Test Set

OscarB + SCST + CBS 81.3 11.9 79.6 11.9 73.6 10.6 78.8 11.7
OscarL + SCST + CBS 84.8 12.1 82.1 11.5 73.8 9.7 80.9 11.3

Table 9: Evaluation results on VQA.

Method ViLBERT VL-BERT VisualBERT LXMERT 12-in-1 UNITERB UNITERL OscarB OscarL

Test-dev 70.63 70.50 70.80 72.42 73.15 72.27 73.24 73.16 73.61
Test-std 70.92 70.83 71.00 72.54 � 72.46 73.40 73.44 73.82

Table 10: Evaluation results on NLVR2.
Method MAC VisualBERT LXMERT 12-in-1 UNITERB UNITERL OscarB OscarL

Dev 50.8 67.40 74.90 � 77.14 78.40 78.07 79.12
Test-P 51.4 67.00 74.50 78.87 77.87 79.50 78.36 80.37

on VQA task. We can see that OscarB is the best among the models with
equivalent size, even slightly better than UNITER [5] large. And the OscarL

creates new single-model SoTAs on VQA and NLVR2. As mentioned in Section 4,
the NLVR2 fine-tuning architecture is still not the best choice, we believe there
is still space to improve, we leave this for future exploration.

this is not necessarily the best fine-tuning choice for NLVR2, please refer to
the Pair-biattn finetuning in UNITER [5] for better choice, which introduces a
multi-head attention layer to look back the concatenated text-image sequences.

One of major understanding tasks for the exsiting VLP models is VQA. From
Table 9, we can see that OscarB is the best among the models with equivalent
size, even slightly better than UNITER [5] large.

And the OscarL creates new single-model SoTAs on VQA and NLVR2.
Since Oscar only handles one image and one text input at pre-training,

the ‘modality embedding’ is extended to help distinguish the additional image
presented in the NLVR2 task. For the Triplet setup, we concatenate the image
regions and then feed into the UNITER model. An MLP transform is applied


